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ABSTRACT 

 

The temperature and thermal structure of the reservoir govern the turbidity current 

dynamics and phytoplankton movement, which are greatly related to sedimentation and 

eutrophication of the water body and its water quality status. Understanding therefore the 

factors affecting the thermal conditions of the reservoir such as climate and reservoir 

operation is key to water quality management. Climate warming poses serious impacts 

such as surface water warming, increased rates of evaporation and enhanced resistance to 

vertical mixing. On the other hand, reservoir operations as controlled by hydraulic 

facilities can vary the thermal responses of the water body. For example, conventional 

deep penstock withdrawal (DPW) promotes warming of the water profile while shallow 

releases from the selective withdrawal (SW) can strengthen the thermocline. Additionally, 

vertical curtains (VC) can be installed in the upstream reaches of the reservoir, which can 

promote surface cooling. 

The Ogouchi Reservoir in Japan was chosen as the study site as it had apparently 

experienced climate warming between 1959 and 2016 and its operation had transitioned 

into three periods namely, Periods A (DPW, 1957-1991), B (SW and no VC, 1992-2001) 

and C (SW and VC, 2002-2016). The general objective of the study is to clarify the effects 

of climate and the different operations on the thermal structure and outflow temperatures 

of the reservoir. The long-term data of reservoir temperatures were analyzed in 

comparison with climate parameters and several thermal indices were quantified to 

describe the thermal stratification. Furthermore, numerical simulation was carried out to 

determine the effects of the facilities on both the in-reservoir and outflow temperatures, 

in the hope to evaluate the necessary method of management for these thermal properties. 

This dissertation is composed of six chapters. 

Chapter 1 is the introduction that provides the research background, which 

includes the thermal mechanisms in lakes and reservoirs, thermal classification of lakes, 

seasonal stratification of a monomictic reservoir and the issues and problems faced by 

water supply reservoirs. Literatures related to thermal structure and outflow temperatures 

of reservoirs as affected by climate and management were also reviewed. 

Chapter 2 provides the methodology, which comprises the study area and the data 

analysis and numerical simulation. For the data analysis, the climate and reservoir 

properties were subjected to statistical tests such as Mann-Kendall, Kruskal-Wallis, rank-



II 
 

sum and correlation. Different stratification parameters were also computed to 

quantitatively describe the reservoir’s thermal condition such as Heat Content (Q), Brunt-

Väisälä Frequency (N2), Thermocline Strength Index (TSI) and Schmidt Stability Index 

(SSI). For the simulation, Fantom Refined was used to analyze the thermo-

hydrodynamics of the reservoir. This simulator uses the equations of continuity and 3-D 

Navier-Stokes with incompressible and Boussinesq approximation alongside temperature 

transport, which were discretized based on a collocated finite-volume method. The k-𝜔 

was adopted for the turbulence closure model based on the Generic Length Scale Model. 

Uniform grids were set in the horizontal and the vertical. The time step was set at 20 s. 

The hourly river and weather data served as the boundary conditions. The vertical 

temperature profile and the water level were set as the initial condition. The VC was 

modeled as an impermeable cell face with its upper edge moving with water level. 

Chapter 3 presents the long-term trends of climatic parameters such as air 

temperature, rainfall and wind speed, together with the results of the analysis of the 

distribution of water temperatures during the three periods. Although annual temperatures 

were increasing, the surface water temperatures were decreasing due to the shift in 

facilities. Period A produced warmer profiles and exhibited higher heat content (Q), in 

comparison with Periods B and C. It was found that the varying operations bear a stronger 

influence on the reservoir’s water temperatures than climate change itself. 

Chapter 4 discusses the seasonal variation of thermal stratification under different 

operating schemes. The N2 plots show that Periods B and C have higher stability and 

stronger thermocline than Period A. Highest stability in terms of SSI is found in Period C 

(SW and VC) for Aug-Sep and Oct-Nov while the strongest thermocline in terms of TSI 

is observed in Period B (purely SW) for Apr-Jul and Aug-Sep. Period A (DPW) exhibited 

large thermal dispersion while Periods B and C showed narrower epilimnion. Longer 

duration of stratification is associated with shallow withdrawals (B and C). The shift in 

operation has caused the significant differences of stratification characteristics among 

periods. 

Chapter 5 covers the application in the three-dimensional simulation of in-

reservoir and outflow temperatures. For setting up the outflow for the SW, the Modified 

Gaussian Method Distribution (MGDM) is tested and compared with conventional 

Uniform Distribution Method (UDM). Results showed that MGDM can reproduce the 

two thermal properties more reasonably than UDM. The simulation results of three cases 
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corresponding to the three periods of operations have confirmed the significant 

differences in thermal distribution among the periods, as shown in Chapter 3 and 4. 

Furthermore, the SW case without and with the curtain, representing Periods B and C, 

respectively can mitigate the cold water pollution, which is rather manifested in the case 

of DPW, representing Period A. Lastly, with the application of MGDM to the 3-D model, 

sensitivity analyses were carried out by varying the SW intake levels considering the 

scenarios of with and without the VC, in order to evaluate the necessary combined 

operation method to regulate the reservoir temperatures. On average, lowering the intake 

gate of the SW results in a temperature drop of outflows by 1.6 to 1.9˚C. 

Chapter 6 provides the summary, conclusions and recommendations for future 

studies. 
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1.1 Background of the Study 

1.1.1 Thermal Mechanisms of Inland Water Bodies  

The total heat content of inland water bodies such as lakes and reservoirs is the 

sum of the net radiation, latent heat, sensible heat and other heat components (Fig. 1.1). 

Radiation components include the net shortwave radiation from the sun and the net 

longwave radiation from the water body and the atmosphere. Sensible heat transfer 

between the water body and the atmosphere occurs with the combined processes of 

conduction and convection, which are affected by the wind. Latent heat transfer, on the 

other hand, is the thermal process associated with phase change during evaporation. Other 

heat components include the advection through the inflow and outflow processes of 

streamflow, precipitation and groundwater flow (Ragotzkie, 1978). For the ground and 

sediment heat flux, the thermal energy is absorbed in summer but released during winter.  

 Retention time also influences the heat content of lakes and reservoirs. Higher 

retention time means more opportunity for the heat to be stored in the water body. On the 

other hand, lower values of retention time as characterized by large inflows and outflows 

is associated with higher degree of mixing. 

 

 

Figure 1.1. Heat balance components in a reservoir. 
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1.1.2 Thermal Classifications of Lakes  

The incoming solar radiation is the main driver of thermal responses of inland 

waters. The solar radiation received by earth varies with season and latitude; hence, the 

thermal stratification and circulation processes of lakes and reservoirs also vary. As a 

result, these water bodies can be thermally classified as shown in Fig. 1.2. Located in the 

Tropical Region, the high-altitude polymictic and the low-altitude oligomictic lakes 

exhibit several mixing episodes throughout the year. On the other hand, amictic lakes, 

which are located in Polar Regions, are ice-covered all year round. Further, dimictic 

inland waters circulate two times a year, specifically in spring and autumn. Cold 

monomictic water bodies in the Arctic Region mix during summer while warm 

monomictic lakes and reservoirs in the Temperate Region are fully mixed during winter 

but stratified during summer (Wetzel, 2001). 

 

 

Figure 1.2. Wetzel’s lake thermal classification based on latitude and altitude and the 

lake’s mixing condition. (Skowron, 2009). 

 

1.1.3 Seasonal Cycle of Stratification  

For a warm monomictic reservoir, the seasonal cycle of stratification, overturn 

and mixing are shown in Fig. 1.3. During spring and summer where solar heating 

intensifies, the reservoir becomes thermally stratified. The difference of heating received 
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vertically through the reservoir results in density differences, with the upper layer being 

less dense than the bottom. Wind plays an important role in inducing the mixing in the 

upper layer of the reservoir. The warm upper layer is called the epilimnion while the cold 

bottom one is the hypolimnion. These two layers are separated by the strong density 

gradients of the thermocline or metalimnion (middle layer) that prevents the transport of 

materials between them. As the temperature drops during autumn, the epilimnion 

becomes colder and denser than the hypolimnion, hence overturn occurs as induced by 

cold water mixing. During winter, isothermal conditions exist in the water body and full 

mixing is observed as further facilitated by the wind. 

 



5 
 

 

Figure 1.3. Seasonal cycle of stratification in a warm monomictic reservoir. 
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also need to be managed properly in order to prevent problems on foul odor. Reservoir 

managers should therefore implement some intervention measures, for instance, by 

controlling the water temperatures and the current flow. With the plethora of studies on 

eutrophication in lakes and reservoirs, plenty of options are also available for mitigating 

this problem. 

Furthermore, sedimentation has become one of the persistent problems of many 

reservoirs. Highly turbid waters from floods increase the sediment load in the water body, 

leading to the decrease in water storage capacity. The release of turbid waters with high 

concentration of fine sediments can also impair the gill functions of fish by clogging into 

their gill surfaces (Muraoka et al., 2011). Conservation measures in the watershed and 

some hydraulic interventions in the reservoir are therefore necessary. Likewise, releasing 

water from the cold and hypoxic hypolimnion may result in the pollution of the 

downstream ecosystem (Olden and Naiman, 2010). Although warm water releases may 

be advantageous for recreation purposes downstream of the dam, this may also give rise 

to warm water pollution affecting fish survival. Counter-measures should therefore be 

implemented in order to manage the water quality of the released waters. 

These existing water quality problems are expected to worsen with the changing 

climate. With the increase in rainfall intensity and frequency of storm events, the rates of 

erosion and sedimentation will also likely increase. Further, frequent floods will transport 

more nutrients in the reservoir, which will aid in the eutrophication process. As the 

climate continues to warm, the thermal stratification of reservoirs will also intensify. This 

will exacerbate hypolimnetic hypoxia and the management of released waters could be 

troublesome. As mentioned previously, many studies have already dealt with the 

eutrophication of lakes and reservoirs. Climate-change related studies are also abundant 

specifically in lakes, which were done in terms of long-term data analyses and numerical 

simulations. For reservoirs however, most of the existing climate-change related studies 

deal with numerical simulations but long-term analyses based on actual data are limited. 

This present study therefore focuses on analyzing the actual effect of climate warming on 

the thermal conditions of the reservoir and in identifying the measures needed to regulate 

both the in-reservoir and released water temperatures. 
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Figure 1.4. Issues and problems faced by water supply reservoirs. 
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1.2 Previous studies  

1.2.1 Introduction  

Water temperature plays an essential role in the biological and chemical processes 

and its overall water quality status of reservoirs. For example, the dissolved oxygen, 

which is fundamental for the survival and growth of aquatic organisms, is highly 

dependent on temperature. Furthermore, thermal stratification and circulation 

characteristics influence nutrient cycling and phytoplankton production. Understanding 

therefore, the factors affecting the thermal conditions of the reservoir such as climate and 

reservoir operation is key to water quality management. Climate warming poses serious 

impacts such as surface water warming, increased rates of evaporation and enhanced 

resistance to vertical mixing. On the other hand, reservoir operations as controlled by 

hydraulic facilities can vary the thermal responses of the water body. For instance, 

conventional deep penstock withdrawal (DPW) promotes warming of the water profile 

while shallow releases from the selective withdrawal (SW) can strengthen the 

thermocline. Additionally, vertical curtains (VC) can be installed in the upstream reaches 

of the reservoir, which can promote surface cooling. 

 

1.2.2 Effect of Climate Warming on Temperatures of Lakes and Reservoirs 

Climate warming poses negative impacts on the thermal condition of inland water 

bodies such as lakes and reservoirs. In terms of surface water temperatures (SWT) for 

example, long term warming trends in lakes were found to be directly associated with the 

rising trends in global air temperature (Arvola et al., 2009; Coats et al., 2006; Rose et al., 

2016; Schmid et al., 2014). Similar findings were detailed in the studies of Ficker et al. 

(2017), Schneider & Hook (2010), O’Reilly et al. (2015), Woolway et al. (2019) and 

Woolway & Merchant (2019) for various lakes worldwide. The rise in SWT could result 

in: a) increased rates in evaporation (Helfer et al., 2012; Trumpickas et al., 2009), b) 

elevated rates in bacterial and phytoplankton activities (Woolway et al., 2019), c) 

enhanced thermal resistance to vertical mixing (Butcher et al., 2015), d) shorter period of 

ice cover specifically for dimictic lakes (Arvola et al., 2009) and e) proliferation and 

invasion of warm-water aquatic species (Trumpickas et al., 2009). Climate change studies 

on lakes have become overly popular in recent years. While long-term analysis of actual 

data of climate and lake temperatures are highly lauded, a considerable amount of 
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prudence must be observed especially when making climate projections as some studies 

produce extremely unrealistic results. 

For reservoirs, a number of recent literatures elaborate the responses of this water 

body to climate change. For example, Lake Dillon in Colorado, USA exhibited notable 

increase in SWT, heat budget and stability due to climate warming (Lewis et al., 2019). 

In Lake Qiandahou in China, the increase in air temperature was associated with stronger 

dissolved oxygen stratification and decrease in oxycline depth (Zhang et al., 2015). 

Several studies also used 2-D modeling through the CE-QUAL-W2 to evaluate the effect 

of climate warming on various reservoirs. For instance, the hyper-eutrophic Hodges 

Reservoir in the USA is projected to experience an increase in evaporation rates, stronger 

stratification and overall water column warming (Lee et al., 2018). The Aidoghmoush 

Reservoir in Iran could be subject not only to the increase in both surface and bottom 

water temperatures but also in its total dissolved solids (TDS) (Azadi et al., 2019). The 

water quality of the Hsinshan Reservoir in Taiwan is also projected to deteriorate with 

the reduction of dissolved oxygen concentrations at the bottom layer and the increase in 

phosphorus concentration (Chang et al., 2015). Interventions are therefore needed to 

mitigate the effects of climate warming on reservoirs as they are one of the most 

significant sources of freshwater in the world. It has to be emphasized however that most 

of these reservoir studies were based from numerical simulations and that long-term 

analyses are very few. 

 

1.2.3 Effect of Facilities on Reservoir’s Thermal Structure 

Reservoirs behave differently compared to natural lakes. While lakes are typically 

restricted by surface outflows, reservoirs can deliberately discharge at several locations 

throughout its depth (Martin and Arneson, 1978). Lakes also characteristically have lower 

flushing rates and longer hydraulic retention period than reservoirs (Hayes et al., 2017). 

The two types of inland water bodies, therefore, generally have considerably different 

temperature dynamics and respond differently to climate. Reservoirs are predicted from 

a conceptual model to have a robust capacity in mediating the effects of climate, 

especially when some water management practices are implemented  (Hayes et al., 2017). 

One type of these management filters involves the use of variable withdrawal techniques 

and the installation of some hydraulic facilities that can modify the thermal structure of 

the reservoir. In fact, one study revealed that management operation of reservoir with 
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multiple outlets is considered to be the main driver of the thermal conditions of this water 

body (Moreno-Ostos et al., 2008). Another study also showed that dynamic withdrawals 

in reservoir can potentially mitigate the effects of climate change (Feldbauer et al., 2020). 

Nowadays, selective withdrawal (SW) systems can be retrofitted in reservoirs by allowing 

warm water releases from the epilimnion while vertical curtains (VC) can be installed in 

the upstream reaches to control the direct inflow of river water into the main reservoir 

body. Determining the combined effects of these two facilities on the reservoir’s thermal 

regime is particularly of high interest, as most available literature deal only with their 

individual functions.  

SW systems are installed primarily to address the problem of cold water pollution. 

Conventional hydropower dams usually abstract water from the reservoir’s deeper layer 

(hypolimnion) and this process enables the release of cold water, which is detrimental to 

the downstream aquatic ecosystem (Olden and Naiman, 2010). The installation of SW 

enables the release of water from the warm layers of the reservoir to counter the effects 

of cold water pollution and to avoid the low dissolved concentrations downstream. The 

operation of SW facility in reservoirs needs to be optimized so that suitable water 

temperatures are maintained downstream (Rheinheimer et al., 2015; Weber et al., 2017), 

not only during cold periods but also during summer. In terms of the thermal structure of 

the reservoir, several studies through numerical simulations point out that surface releases 

through the SW would increase the thermal stability of the reservoir while bottom releases 

would induce the warming of the entire water column (Çalişkan and Elçi, 2009; Ma et al., 

2008; Zouabi-Aloui et al., 2015). One example of a SW facility is a retrofit to an existing 

water supply and hydropower dam in the Ogouchi Reservoir in Japan, allowing 

epilimnetic releases only. The function of this facility is not only limited for regulating 

outflow temperatures but also for releasing the highly turbid water in the reservoir during 

times of flood. Long-term records of water temperature profiles are available for this 

reservoir, which can be utilized to evaluate and compare the actual reservoir’s thermal 

responses when operated through hypolimnetic withdrawals by penstock or through 

epilimnetic releases by SW. 

The VC, on the other hand, are structures installed across the river mouths in order 

to prevent the direct intrusion of river water into the reservoir (Asaeda et al., 2001). The 

VC can also be installed in some other sections of the reservoirs other than the river 

mouths. It is called many names such as vertical weir curtain (Park et al., 2017), floating 
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curtain weirs (Kumar Dutta et al., 2019), flexible curtain (Johnson et al., 1993) and 

temperature control device (Johnson et al., 1991), among others. Some studies discussed 

the effectiveness of the curtain for regulating outflow temperature for fishery purposes 

(Deng et al., 2011), controlling algal blooms 33 (Asaeda et al., 2001; Kumar Dutta et al., 

2019) and mitigating the occurrence of cyanobacteria and metabolites (Park et al., 2017). 

In the Ogouchi Reservoir, the curtains are installed across river mouths and it was found 

that using them aided in lowering the surface water temperature of the reservoir’s 

upstream section (Takahashi, 2008) and modifying the temperature and velocity 

distributions before and after the VC (Niiyama et al., 2010). However, the mechanism of 

this surface cooling phenomenon due to the VC and the effect of combining VC’s 

operation with SW to the reservoir’s thermal structure have not yet been elaborated. 

 

1.2.4 Management of In-Reservoir and Outflow Temperatures 

Thermal stratification is a phenomenon in water bodies such as lakes and 

reservoirs where the epilimnion and hypolimnion are separated by strong vertical density 

gradients (metalimnion or thermocline) as a result of seasonal temperature variations 

(Boehrer and Schultze, 2008; James et al., 2017). Stratification plays a vital role in 

reservoir water quality management, as it can significantly influence the hydrodynamics 

and water quality regimes (Lee et al., 2013), eutrophication and sediment transport 

processes (Scheu et al., 2015; Zhang et al., 2020)  and nutrient and phytoplankton 

dynamics (Liu et al., 2009). During periods of long and sustained stratification, the 

hypolimnion could experience anoxia or the depletion of the dissolved oxygen leading to 

further water quality deterioration (Beutel et al., 2007).  

The different modes of reservoir operation do not only influence the reservoir’s 

thermal structure but the outflow temperatures. The creation of dams and reservoirs can 

significantly alter the conditions of the downstream river environment. For example, if 

the released temperatures from dams do not match the temperatures of the river 

downstream, severe impacts will be endured by its aquatic ecosystem. This usually 

happens across temperate regions in reservoirs that abstract water from deep hypolimnetic 

layers (Olden and Naiman, 2010). During summer where thermal stratification is at its 

peak, the dam could discharge very cold waters leading to cold water pollution. The 

reverse happens during winter where reservoir waters may be warmer than the 

downstream; hence warm water pollution may occur. This had been the persistent 
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problem in the case of the Ogouchi Reservoir, which had operated through deep penstock 

withdrawal (DPW) since its construction in 1957. Until 1992, the Ogouchi Reservoir 

managers adopted a technology through the use of the selective withdrawal (SW) facility 

in order to mitigate this problem. The motivation to shift the operation to using SW was 

rooted from the request of downstream fish farmers whose aquaculture operations were 

negatively affected by cold water pollution. Presently, the outflow temperatures are well-

maintained to match with water temperatures of the Nippara River downstream of the 

Ogouchi Dam.  

Understanding both the thermal structure and the released water temperature of 

the Ogouchi Reservoir is therefore necessary in order to implement a comprehensive and 

optimized water quality management. 
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1.3 Objectives of the Study 

The general objective of the study is to clarify the effects of climate and reservoir 

operation on the thermal structure and the released water temperatures of a monomictic 

reservoir. Specifically, this study aims to: 

1. Determine the influence of climate on the temperatures of the reservoir with 

varying operation of facilities through long-term data analysis; 

2. Provide a long-term and detailed seasonal analysis of the thermal stratification 

of the reservoir; and 

3. Evaluate the effect of the operation of the different facilities on the in-reservoir 

and released water temperatures through the use of 3-D numerical simulation. 
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1.4 Outline of the Dissertation 

This dissertation is composed of six chapters. 

Chapter 1 is composed of the introduction that provides the research background 

and objectives of the study. Literatures related to thermal structure and outflow 

temperatures of reservoirs as affected by climate and management are also reviewed. 

Chapter 2 provides the methodology, which includes the description of the study 

area and the data analysis and numerical simulation. For the data analysis, the climate and 

reservoir properties were subjected to statistical tests such as Mann-Kendall, Kruskal-

Wallis, rank-sum and correlation. Different stratification parameters were also computed 

to describe quantitatively the reservoir’s thermal condition, other than water temperature. 

For the simulation, Fantom Refined was used to analyze the in-reservoir and released 

water temperatures of the reservoir.  

Chapter 3 presents the long-term trends of climatic parameters such as air 

temperature, rainfall and wind speed, together with the results of the analysis of the 

distribution of water temperatures during the three periods. Although annual temperatures 

were increasing, the surface water temperatures were decreasing due to the shift in 

facilities. Period A produced warmer profiles and exhibited higher heat content (Q), in 

comparison with Periods B and C. It was found that the varying operations bear a stronger 

influence on the reservoir’s water temperatures than climate change itself. 

Chapter 4 discusses the seasonal variation of thermal stratification under different 

operating schemes. The N2 plots show that Periods B and C have higher stability and 

stronger thermocline than Period A. Highest stability in terms of SSI is found in Period 

C (SW and VC) for Aug-Sep and Oct-Nov while the strongest thermocline in terms of 

TSI is observed in Period B (purely SW) for Apr-Jul and Aug-Sep. Period A (DPW) 

exhibited large thermal dispersion while Periods B and C showed narrower epilimnion. 

Longer duration of stratification is associated with shallow withdrawals (B and C). The 

shift in operation has caused the significant differences of stratification characteristics 

among periods. 

Chapter 5 covers the application in the three-dimensional simulation of in-

reservoir and outflow temperatures. For setting up the outflow for the SW, the Modified 

Gaussian Method Distribution (MGDM) is tested and compared with conventional 

Uniform Distribution Method (UDM). Results showed that MGDM can reproduce the 
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two thermal properties more reasonably than UDM. The simulation results of three cases 

corresponding to the three periods of operations have confirmed the significant 

differences in thermal distribution among the periods, as shown in Chapter 4. Furthermore, 

the SW case without and with the curtain, representing Periods B and C, respectively can 

mitigate the cold water pollution, which is rather manifested in the case of DPW, 

representing Period A. Lastly, with the application of MGDM to the 3-D model, 

sensitivity analyses were carried out by varying the SW intake levels considering the 

scenarios of with and without the VC, in order to evaluate the necessary combined 

operation method to regulate the thermal structure and released water temperature of the 

reservoir. 

Chapter 6 provides the summary, conclusions and recommendations for future 

studies. 
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2.1     Study Area Description 

The Ogouchi Reservoir is located in Okutama Town, Tokyo, Japan with a 

catchment (Fig. 2.1a) of an area of 263 km2. The annual average precipitation is 1,480 

mm, where around 34% of this is received during the typhoon season in August and 

September. Three tributaries drain towards the reservoir, namely the Taba River, the 

Minetani River and the Kosuge River. A dam with height of 149 m and length of 353 m 

was constructed, making way for the creation of a monomictic reservoir with an effective 

storage capacity of 185 Mm3 and a surface area of 4.25 km2. The bathymetry of the 

reservoir is provided in Fig. 2.1b where the locations of the water control facilities and 

water quality observation point are indicated. The longitudinal section of the reservoir is 

given in Fig. 2.1c, showing the VC in the upstream and the SW system and the penstock 

portal downstream. The VCs at the mouth of the Taba River have depths of 2 and 10 m. 

Meanwhile, the outlet of the SW facility and the intake of the penstock are located about 

40 m and 70 m below the normal water (NWL), respectively.  

The Ogouchi Reservoir underwent three distinct periods of management and 

operation. Deep water releases were made through penstock from 1957 to 1991. Since 

penstock outflows led to cold water pollution, the operation was shifted to SW (Fig. 2.2) 

starting 1992, with the later addition of the VC (Fig. 2.3) in 2002 to mitigate the problem 

in eutrophication. This study thus highlights the three periods of operation based on the 

reservoir’s data history namely, 1) Period A for the deep penstock withdrawal (DPW) for 

1959-1991, 2) Period B for a purely SW operation for 1992-2001 and lastly, 3) Period C 

the combined operation of SW and VC for 2002-2016. The history of operation of 

facilities in the reservoir is summarized in Table 2.1. 

The retention period from 1968 until 2015 is provided in Fig 2.4. The retention 

period of the reservoir is computed as the ratio of the volume of the water body and the 

annual outflow discharge through the dam. For the Ogouchi Reservoir, this value ranges 

from 0.40 to 1.24, with an average of 0.70. This means that water in the reservoir is 

replaced 1.5 times in a year, on average. Generally, the Ogouchi Reservoir would exhibit 

significantly stronger thermal stratification on years with higher retention period. 
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Figure 2.1. Maps of (a) the Ogouchi catchment, (b) reservoir bathymetry, and (c) dam 

and reservoir profile. 
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Figure 2.2. The selective withdrawal (SW) facility of the Ogouchi Reservoir (Niiyama, 

2010b). 
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Figure 2.3. The 10-m deep vertical curtain (VC) facility across Taba River (Niiyama, 

2010a). 

 

 

 

Table 2.1.  Description of the three periods of operation in the Ogouchi Reservoir from 

1957 until the present. 

 

upstream

downstream

10 m

Period Years Mode 

A 1957-1991 DPW 

B 1992-2001 SW and no VC 

C 2002-present SW and VC 
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Figure 2.4. Retention period of the Ogouchi Reservoir from 1968 until 2015. 
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2.2 Data Analysis 

2.2.1 Collection of Climate and Reservoir Data 

Daily values of air temperature and wind speed were obtained from the dam 

station, while the rainfall values came from six observation stations (Table 2.2). While 

the dam station contains all three meteorological parameters, the other five stations only 

have precipitation records. These data are from the Automated Meteorological Data 

Acquisition System (AMeDAS) by the Japan Meteorological Agency.  

Weekly monitoring records of reservoir temperatures are available from 1959 

until 2001, while daily records can be accessed from 2003 until 2016 (Table 2.2) from 

the Bureau of Waterworks of the Tokyo Metropolitan Government. Raw temperature 

values from depths of 0, 10, 20, 30, and 70 m were examined. The temperatures at these 

depths were averaged.  

 

Table 2.2. Long-term observational data of climate and reservoir temperatures. 

Parameters Station 
Elevation 

(above msl) 

Period 

Covered  
Frequency 

Air temperature (°C) Dam 519 m 1959–2016 Daily 

Precipitation (mm) 

(1) Dam 

(2) Ochiai 

(3) Tabayama 

(4) Kosuge 

(5) Aoiwatani 

(6) Sannose 

519 m 

1113 m 

611 m 

656 m 

1217 m 

1268 m 

1959–2016 

1959–2016 

1959–2016 

1959–2016 

1965–2016 

1965–2016 

Daily 

Daily 

Daily 

Daily 

Daily 

Daily 

Wind Speed (m s−1) Dam 519 m 1977–2016 Daily 

Water temperature 

profile (°C) 

Upstream of  

Dam Wall 
 

1959–2001 

2003–2016 

Weekly 

Daily 

 

 

2.2.2 Methods of Statistical Analysis 

The climate and reservoir temperature data were evaluated using the Mann-

Kendall (M-K) test, Kruskal-Wallis test, Rank-sum test and Correlation test at a 

significance level α of 0.05.  
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M-K test (Kendall, 1975; Mann, 1945) is a non-parametric test used to detect 

long-term monotonic trends. The null hypothesis is that there is absence of a trend while 

the alternate hypothesis suggests a trend in the two-sided test or an upward or downward 

trend in the one-sided test (Zaointz, 2019). For the time series 𝑥1, … , 𝑥𝑛, the M-K 

calculation begins by estimating the S statistic, 

 

𝑆 = ∑ ∑ 𝑠𝑔𝑛(𝑥𝑗−𝑥𝑖)

𝑛

𝑗=𝑘+1

𝑛−1

𝑖=1

                                                                           (1) 

 

The variance var is given by, 

 

𝑣𝑎𝑟 =
𝑛(𝑛 − 1)(2𝑛 + 5) − ∑ 𝑓𝑡(𝑓𝑡 − 1)(𝑓𝑡 + 5)𝑡

18
                                                  (2) 

 

where t varies over the set of tied ranks and 𝑓𝑡 is the frequency the rank t appears. The 

statistic S is standardized using z, 

𝑧 =

{
 
 

 
 
𝑆 − 1

√𝑣𝑎𝑟
    → 𝑆 > 0

0             → 𝑆 = 0
𝑆 + 1

√𝑣𝑎𝑟
   → 𝑆 < 0

                                                                                  (3) 

 

Long-term trends were evaluated using the M-K test. A nonparametric estimate 

of the slope of the trend, called Sen’s slope (Sen, 1968), is used in this study rather than 

that from regression based on the least-squares method. The M–K test was performed for 

the long-term data; henceforth, the magnitude of the slope is expressed in terms of Sen’s 

slope. For short-term trends, i.e., for every period (A, B, and C), simple linear regression 

was carried out to determine the slopes of meteorological parameters. The long-term 

trends of surface water temperature (SWT) were also subjected to the M–K test and the 

subsequent results were compared with the trends in air temperature. Differences among 

the three periods of operation were evaluated using Kruskal–Wallis and rank-sum tests.  

Kruskal-Wallis (K-W) test is a non-parametric test as an alternative to the one-

way analysis of variance (Kruskal and Wallis, 1952). The null hypothesis is that all groups 
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have identical distribution while the alternative hypothesis is that at least one group has a 

different distribution. The H-statistic is computed as  

 

𝐻 = [
12

𝑛𝑇(𝑛𝑇 + 1)
∑

𝑅𝑖
2

𝑛𝑖

𝑘

𝑖=1

] − 3(𝑛𝑇 + 1)                                                        (4) 

 

where 𝑛𝑇 = ∑ 𝑛𝑖  = 𝑘
𝑖=1 total number of observations in all samples, 𝑘 is the number of 

populations, 𝑛𝑖 – the number of observations in sample  𝑖  and  𝑅𝑖 is the sum of ranks for 

sample 𝑖. The H-statistic is compared with the chi-square value where if H is greater than 

the latter, the null hypothesis is rejected; otherwise fail to reject. K-W test is used to 

evaluate the similarity or differences among Periods A, B and C. 

 Rank-sum test or the Mann-Whitney-Wilcoxon test is a non-parametric test to 

assess if the distribution between two separate groups are systematically different from 

one another (Mann and Whitney, 1947; Wilcoxon, 1945). For the total number of 

observations 𝑛1 and 𝑛2 from two groups, respectively, the mean 𝜇𝑊 is calculated as  

 

                     𝜇𝑊 =
𝑛1(𝑛1 + 𝑛2 + 1)

2
                                                                                         (5) 

while the standard deviation 𝜎𝑊 is given by  

               𝜎𝑊 = √
𝑛1𝑛2(𝑛1 + 𝑛2 + 1)

12
                                                                                        (6) 

The 𝑧-statistic is computed as  

 

                  𝑧 =
𝑊 − 𝜇𝑊
𝜎𝑊

                                                                                                              (7) 

where W is the sum of ranks on the observation in the smaller group. The p-value is 

determined and then compared with the value set for α. Rank-sum test is used to evaluate 

the similarity or differences between two periods, specifically between Periods B and C. 
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 Lastly, correlation is a measure of closeness of association of the points in the 

scatter plot to a linear regression line based on those points. The correlation coefficient 𝑟 

is given by  

                                     𝑟 =
𝐶𝑜𝑣(𝑋, 𝑌)

√𝑠𝑥2𝑠𝑦2
                                                                                   (8) 

where the covariance 𝐶𝑜𝑣(𝑋,  𝑌) =
∑(𝑋−�̅�)(𝑌−�̅�)

𝑛−1
  for the pair (𝑋,  𝑌), while �̅�  and  �̅� are 

the means of X and Y, respectively and 𝑠𝑥
2  

 and  𝑠𝑦
2 are the sample variances of X and Y, 

respectively. 

 

2.2.3 Computation of Stratification Indices 

To quantitatively define the thermal structure of the reservoir, this study uses 

several parameters namely, heat content (𝑄), Brunt-Väisälä Frequency (𝑁2), Schmidt’s 

Stability Index (𝑆𝑆𝐼) and Thermocline Strength Index (𝑇𝑆𝐼). A schematic diagram of the 

components of these equations is given in Fig. 2.5. 

The formula for heat content 𝑄 with units of J is 

             𝑄 =∑𝑚𝑐𝑣𝑇

𝑧𝑚

𝑧0

                                                                           (9)  

where m is the mass (kg) of water at each defined layer z, 𝑐𝑣 is the specific heat of water 

(4200 J/kg−K), and T (°C) is the water temperature (Moreno-Ostos et al., 2008). 

The Brunt- Väisälä frequency 𝑁2  (s−2) is given by 

                                                       𝑁2 = −
𝑔 𝜕𝜌

�̅� 𝜕𝑧
                                                                    (10)    

as a measure of the strength of the buoyancy (Durran and Klemp, 1982), where 𝑧 (m) is 

the depth of water from the surface, 𝜌 (kg m−3) is water density at a certain layer and 

temperature, �̅� (kg m−3) is the vertically averaged potential density, and g (9.80 m s−2) is 

the acceleration due to gravity.  

The Schmidt’s Stability Index or 𝑆𝑆𝐼 (Idso, 1973) is computed using the equation, 
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                            𝑆𝑆𝐼 =  
𝑔

𝐴0
∑(𝑧 − 𝑧𝑔)(𝜌𝑧 − 𝜌𝑔)𝐴𝑧∆𝑧

𝑧𝑚

𝑧0

                                              (11) 

where A0 is surface area of lake (m2), zm is maximum depth (m), z0 is water surface depth 

(m), Az is area at depth z (m2), ρz is density at depth z (kg m-3), ρg is mean density at 

depth zg (kg m-3), zg  is depth to the center of gravity of stratified lake (m). 𝑆𝑆𝐼 indicates 

the amount of energy required by wind to mix the heat in the reservoir uniformly over 

depth, where its value is minimum when the water body is isothermal and maximum when 

strongly stratified (Sahoo et al., 2016; Yu et al., 2010). The time-series of 𝑆𝑆𝐼  was 

generated using the rLakeAnalyzer package. 

Lastly, the Thermocline Strength Index or 𝑇𝑆𝐼 (Yu et al., 2010) is computed using 

the equation,  

                                                               𝑇𝑆𝐼 =
∆𝑇

∆ℎ
                                                                 (12) 

where ∆𝑇 and ∆ℎ are the differences of water temperature (˚C) and water depth (m) 

between intervals. 𝑇𝑆𝐼 simply indicates the steepness of the thermocline or the average 

gradient of the thermocline layer (Liu et al., 2019). Since many literatures offer different 

values where the thermocline starts to appear, this paper adopts a minimum gradient of 

0.1˚C m-1 in the temperature profile, as this was applied to a study for Lake Biwa, which 

is also located in Japan (Koue et al., 2018). The temperature gradient per depth interval 

was computed using actual temperature data, whereas all values equal to or above 0.1 ˚C 

m-1 per depth interval are averaged, hence constituting an average 𝑇𝑆𝐼. 
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Figure 2.5. Schematic diagram indicating the parameters for the computation of 

stratification indices. 

 

2.2.4 Difference of SSI and TSI Features 

SSI is one of the most widely used metrics that define the thermal stratification of 

lakes and reservoirs. Recent papers have for instance used SSI to evaluate the effects of 

climate change on the stratification of these water bodies (Butcher et al., 2015; Ficker et 

al., 2017; Kobler et al., 2019; Magee and Wu, 2017; Sahoo et al., 2016). On the other 

hand, TSI can be considered to be the simplest stratification index as it only captures the 

average thermocline gradient. SSI and TSI were both used in studies for Lake Biwa to 

relate the chemical and thermal stratifications (Yu et al., 2010) and to evaluate the 
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interaction of stratification and flow field using numerical simulation (Koue et al., 2018). 

However, these two papers just calculated the respective values of these indices and 

discussed them individually. From the authors’ knowledge, no paper has yet established 

a definite relationship between SSI and TSI. Likewise, most papers have utilized SSI to 

plainly talk about its trends and values and to define the timing of onset and end of 

stratification, yet the physical features of SSI in relation to other parameters are rarely 

discussed. For this reason, this paper attempted to analyze more in detail the features of 

SSI as a function of TSI, thermocline thickness (TT) and surface water temperature 

(SWT) considering the actual conditions of the Ogouchi Reservoir. Although conceptual 

in nature, the case analysis can be used to establish definite relationships among the 

parameters and to determine the strength and weakness of each index.  

For the case analysis, some conceptual diagrams are provided in Fig. 2.6. The 

temperature profiles used in the analysis are based on actual data of thermal patterns 

considering the present operating condition in Period C, with the bottom temperatures 

fixed at 5˚C for all cases. It is found that SSI and TSI are not linearly related but are rather 

dependent on the TT and SWT, hence in Fig. 2.6a, the temperature profiles are shown to 

vary in terms of SWT and TT.TSI is temperature-based while SSI is density-based. The 

SWT ranges from 10 to 30˚C while the TT from 10 to 50 m. TT is defined as the depth 

of the bottom of the thermocline from the surface considering a threshold thermal gradient 

of 0.1˚C m-1. In calculating the SSI, the morphometry of the Ogouchi Reservoir was used 

as indicated by its average areal cross-section in Fig. 2.6b. 

Using the combinations of SWT and TT, the relationship between SSI and TSI is 

established in Fig. 2.6c. Generally, it shows that the SSI is proportional to ST and TT i.e. 

thermal stability increases with hotter water surfaces and deeper thermoclines. However, 

the relationship of TSI with ST, TT and SSI appears to be unclear, specifically where the 

TSI is increasing. Only by considering constant values of TSI that the increase in ST and 

TT would correspond to the subsequent increase in SSI. Furthermore, significant 

inferences can be drawn considering the peak stratification condition in Ogouchi 

Reservoir where the surface temperature is around 25˚C and the thickness is around 40 

m. At this point apparently, a maximum SSI of 10.0 kJ m-2 is obtained with a 

corresponding TSI of around 0.50˚C m-1. But beyond this point considering the 25˚C 

surface temperature line, having a larger TSI does not necessarily mean having a larger 
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SSI. This goes to show that TSI alone should not be used in defining the stratification 

condition of this reservoir specifically during the summer or the peak of heating. 

In Fig. 2.6d, as warming happens during spring time (left figure), with a constant 

TT but increasing ST, both the TSI and SSI would increase. For autumn (right figure), 

with a constant ST but increasing TT, both the TSI and SSI would appear to have constant 

values during the season. However, during summer (middle figure) where both the ST 

and TT are increasing, there will be a time where the TSI can be constant but the SSI will 

continue to increase. This particular situation during summer again highlights the 

weakness of the TSI to capture the entire stratification condition of the reservoir compared 

to SSI. 

TSI, in terms of long-term average per period, is principally helpful in highlighting 

the effect of facilities on the thermal stratification of the reservoir. Yet, TSI only captures 

the average thermal gradient in the reservoir, irrespective of the location of the 

thermocline and the corresponding thickness of the stratified layer. As such, TSI alone 

should not be used to define the stratification characteristics of a reservoir. It would be 

more holistic to consider the Brunt-Väisälä frequency, SSI, heat content and other 

parameters. 



30 
 

 

Figure 2.6. Evaluation of the relationship of stratification indices with thermocline 

thickness (TT) and surface water temperature (SWT). Diagrams are given for a) the setup 

of temperature profile with varying TT and SWT considering b) the Ogouchi Reservoir 

morphometry. The c) relationship among the four parameters (SSI, TSI, TT, and ST) is 

provided in a plot together with the d) diagrams inferring the seasonal changes in profile 

and indices. 
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2.3 Numerical Simulation 

2.3.1 Model description 

A 3-D numerical simulator, Fantom Refined (Veerapaga et al., 2019) was used to 

analyze the thermo-hydrodynamics of the Ogouchi Reservoir. The model uses the 3-D 

Navier-Stokes equations with incompressible and Boussinesq approximation, 

𝜕𝑢

𝜕𝑡
+ 𝑢

𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦
+ 𝑤

𝜕𝑢

𝜕𝑧
− 𝑓𝑢

= −
1

𝜌0

𝜕𝑝

𝜕𝑥
+
𝜕

𝜕𝑥
(𝑣𝐻

𝜕𝑢

𝜕𝑥
) + 

𝜕

𝜕𝑦
(𝑣𝐻

𝜕𝑢

𝜕𝑦
) +

𝜕

𝜕𝑧
(𝑣𝑉

𝜕𝑢

𝜕𝑧
)                       (13) 

𝜕𝑣

𝜕𝑡
+ 𝑢

𝜕𝑣

𝜕𝑥
+ 𝑣

𝜕𝑣

𝜕𝑦
+ 𝑤

𝜕𝑣

𝜕𝑧
− 𝑓𝑣

= −
1

𝜌0

𝜕𝑝

𝜕𝑦
+
𝜕

𝜕𝑥
(𝑣𝐻

𝜕𝑣

𝜕𝑥
) + 

𝜕

𝜕𝑦
(𝑣𝐻

𝜕𝑣

𝜕𝑦
) +

𝜕

𝜕𝑧
(𝑣𝑉

𝜕𝑢

𝜕𝑧
)                        (14) 

𝜕𝑤

𝜕𝑡
+ 𝑢

𝜕𝑤

𝜕𝑥
+ 𝑣

𝜕𝑤

𝜕𝑦
+ 𝑤

𝜕𝑤

𝜕𝑧

= −
1

𝜌0

𝜕𝑝

𝜕𝑧
+
𝜕

𝜕𝑥
(𝑣𝐻

𝜕𝑤

𝜕𝑥
) + 

𝜕

𝜕𝑦
(𝑣𝐻

𝜕𝑤

𝜕𝑦
) +

𝜕

𝜕𝑧
(𝑣𝑉

𝜕𝑤

𝜕𝑧
)

−
𝑔

𝜌0
(𝜌0 + 𝜌)                                                                                                  (15) 

subject to incompressibility, 

𝜕𝑢

𝜕𝑥
+
𝜕𝑣

𝜕𝑦
+
𝜕𝑤

𝜕𝑧
= 0                                                        (16) 

where 𝑢, 𝑣  and 𝑤  are the velocities in the 𝑥, 𝑦  and 𝑧  directions, respectively, 𝑝  is the 

pressure, 𝜌0  is the reference density, (𝜌0 + 𝜌)  is the density, 𝑓(= 2Ω𝑠𝑖𝑛𝜙)  is the 

Coriolis coefficient, 𝜙 is the latitude, Ω is the angular velocity of the earth, 𝜈𝐻 and 𝜈𝑉 are 

the horizontal and vertical eddy viscosity coefficients,. The transport equation for 

temperature is given by, 

 

        
𝜕𝑇

𝜕𝑡
+ 𝑢

𝜕𝑇

𝜕𝑥
+ 𝑣

𝜕𝑇

𝜕𝑦
+ 𝑤

𝜕𝑇

𝜕𝑧
=
𝜕

𝜕𝑥
(𝜅𝐻

𝜕𝑇

𝜕𝑥
) + 

𝜕

𝜕𝑦
(𝜅𝐻

𝜕𝑇

𝜕𝑦
) +

𝜕

𝜕𝑧
(𝜅𝑉

𝜕𝑇

𝜕𝑧
)           (17) 

 

where 𝑇  is the temperature, 𝜅𝐻  and 𝜅𝑉  are the horizontal and vertical eddy diffusion 

coefficients. 



32 
 

The equations were discretized based on a collocated finite-volume method. 

Temporal derivatives were discretized by the second-order Adams-Bashfort method for 

explicit terms, while for advection terms, by the third-order ULTIMATE-QUICKEST 

scheme (Leonard, 1991).  

2.3.2 Turbulence Closure Model 

From the Reynolds-Averaged Navier-Stokes equations, the turbulent eddy 

viscosity 𝑣𝜈 is defined by  

 

                               𝑣𝜈 = 𝑐√2𝑘𝑙𝑆𝑀 + 𝑣                                                                             (18) 

 

while the turbulent eddy diffusivity is given by  

 

                             𝐾𝜈 = 𝑐√2𝑘𝑙𝑆𝐻 + 𝑣𝜃                                                                          (19) 

 

where 𝑐 is a coefficient [=1.0 (Galperin et al., 1988)],  𝑣  and  𝑣𝜃   are the molecular 

viscosity and diffusivity, respectively while 𝑆𝑀  and   𝑆𝐻  are the stability functions 

describing the effects of shear and stratification. These stability functions are 

algebraically determined by parameterizing the third-order moments and pressure strain 

correlation. 𝑆𝑀 and  𝑆𝐻 account for turbulence damping due to density stratification. 

The turbulent kinetic energy  𝑘  and the turbulent length scale  𝑙 need to be 

determined in order to close the set of equations. Fantom Refined adopts the Generic 

Length Scale (GLS) turbulence closure model, which consists of two equations (Umlauf 

and Burchard, 2003). The first is the standard equation for turbulent kinetic energy 

𝑘 given by 

 

          
𝜕𝑘

𝜕𝑡
+ 𝑈𝑖

𝜕𝑘

𝜕𝑥𝑖
=
𝜕

𝜕𝑧
(
𝑣𝜈
𝜎𝑘

𝜕𝑘

𝜕𝑧
) + 𝑃 + 𝐵 + 𝜀                                                             (20) 

 

where 𝜎𝑘  is turbulence Schmidt number for 𝑘,  𝜀 dissipation parameter while 𝑃 and 𝐵 

represent production by shear and buoyancy. The second equation deals with the generic 

parameter 𝜑 to quantify the turbulence length scale 𝑙 in the form of  
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𝜕𝜑

𝜕𝑡
+ 𝑈𝑖

𝜕𝜑

𝜕𝑥𝑖
=
𝜕

𝜕𝑧
(
𝐾𝑀
𝜎𝜓

𝜕𝜓

𝜕𝑧
) +

𝜑

𝑘
(𝑐1𝑃 + 𝑐3𝐵 + 𝑐2𝜀𝐹𝑤𝑎𝑙𝑙)                             (21) 

 

where 𝜎𝜑 is the turbulence Schmidt number for 𝜑, 𝜀 is dissipation parameter and  𝐹𝑤𝑎𝑙𝑙  is 

the wall proximity function. The coefficients 𝑐1 and 𝑐2 are related with the von Karman’s 

constant while 𝑐3  is a parameter related to either stably stratified flows or unstable flows.  

The parameter 𝜑 is determined by 

 

                            𝜑 = (𝑐𝜇
0)
𝑝
𝑘𝑚𝑙𝑛                                                                           (22) 

 

where 𝑐𝜇
0 is the stability coefficient derived empirically for unstratified channel flows and 

p, m and n are parameters, of which the values vary depending on the type of closure 

model. For the  𝑘 − 𝑘𝑙 model, p, m and n take the values of 0.0, 1.0 and 1.0, respectively 

while 𝑘 − 𝜀  model, 3.0, 1.5 and -1.0, respectively. Additionally, the 𝑘 − 𝜔  model 

specifies the values -1.0, 0.5 and -1.0, respectively while the gen model, 2.0, 1.0 and 

−0.67, respectively (Warner et al., 2005).  

 For this particular study, the 𝑘 − 𝜔 setting is adopted for the simulation. 

 

2.3.3 Heat Flux Boundaries 

The net heat flux across air/water interface 𝑄𝑛𝑒𝑡 is quantified by 

 

                          𝑄𝑛𝑒𝑡 = 𝑄𝑆𝑛 + 𝑄𝐿 + 𝑄𝐸 + 𝑄𝐶                                                               (23) 

 

where  𝑄𝑆𝑛 is the net shortwave solar radiation flux, 𝑄𝐿 is the net long wave radiation 

flux, 𝑄𝐸 is the latent heat flux due to evaporation and 𝑄𝐶 is  the sensible heat flux due to 

conduction. These heat flux components were computed from air temperature, humidity, 

cloud cover, radiation and wind speed using the bulk formula (Kondo, 1975).  

 The net shortwave solar radiation flux is given by  

 

                           𝑄𝑆𝑛 = 𝑄𝑆𝑅(1 − 𝑟)(1 − 𝑒
−𝛿)                                                             (24) 
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where 𝑄𝑆𝑅 is measured solar radiation, 𝑟 is reflection coefficient (0.07) and 𝛿 is damping 

coefficient (0.5).  

The net long wave radiation flux is computed as  

 

𝑄𝐿 =  𝜀𝜎{[9.37𝑥10−6(𝑇𝑎 + 273.16)
6][1 + .17𝐶2] − (𝑇 + 273.16)4}              (25) 

 

where 𝜀  is emissivity of the water body (0.96), 𝜎  is Stefan-Boltzmann constant 

(=5.67x10-8 W/m2/K4), 𝑇 is water temperature (˚C), 𝑇𝑎 is  atmospheric temperature (˚C) 

and 𝐶 is the cloud fraction. 

 The latent heat flux due to evaporation is determined using  

 

                                  𝑄𝐸 = 𝐿𝑉𝜌𝑎𝑈10{𝑞𝑠 − 𝑞𝑎}                                                            (26) 

 

where 𝐿𝑉 is latent heat of vaporization of water, 𝜌𝑎 is density of air, 𝑈10 is wind speed at 

10 m above the surface, 𝑞𝑠  is the  specific humidity of saturated air given by  𝑞𝑠 =

0.622𝑒𝑠

𝑃𝑎𝑡𝑚−0.378𝑒𝑠
  while 𝑞𝑎 is the specific humidity of remote air given by  𝑞𝑎 =

0.622𝑒𝑎

𝑃𝑎𝑡𝑚−0.378𝑒𝑎
 

with 𝑒𝑠 as the saturation vapor pressure and 𝑒𝑎 as the actual vapor pressure.  

 Lastly, the sensible heat flux due to conduction is given by 

 

                         𝑄𝐶 = 𝑐𝑝𝜌𝑎𝑈10{𝑇 − 𝑇𝑎}                                                                    (27) 

 

where  𝑐𝑃 is the specific heat of air.  

 

2.3.4 Initial and Boundary Conditions 

Year 2016 was selected for simulation of in-reservoir and outflow temperatures 

because this year exhibits a long and sustained summer stratification, free from the 

interference of strong flood events. The reservoir data sets from May 01 to August 31, 

2016 were obtained from the Bureau of Waterworks of the Tokyo Metropolitan 

Government (BW-TMG). Among these data include the hourly levels of water surface 

and SW intake, outflow from SW and inflow from tributaries, together with the outflow 

and inflow temperatures and vertical in-reservoir temperatures.  
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For the weather data, hourly values of air temperature, rainfall, wind speed and 

direction, relative humidity, solar radiation and cloudiness were downloaded from the 

website of the Automated Meteorological Data Acquisition System (AMeDAS).  

Surface elevation and vertical diffusion were calculated implicitly using the 

second-order theta method. Uniform grids were set in the horizontal (dx = 50 m, dy = 50 

m) and the vertical (dz = 0.5m). The time step, dt was set at 20 s. The hourly river and 

weather data served as the boundary conditions (Fig. 2.7). The vertical temperature 

profile and the water level for May 1 were set as the initial condition. The VC was 

modeled as an impermeable cell face with its upper edge moving with water level. 
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Figure 2.7 Some of the parameters for the boundary conditions for the 2016 simulation: 

a) air temperature, b) wind speed, c) total inflow, d) average inflow temperature and e) 

outflow. 
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2.3.5 Outflow Modeling of Selective Withdrawal 

The Modified Gaussian Distribution Method (MGDM) is used to establish the 

vertical profiles of the outflow passing through the SW. Actual measurements through 

the SW in the years 2008 and 2009 using the acoustic Doppler turbulent meter yielded 

the results in Fig. 2.8. By applying mathematical modeling, the modified Gaussian 

distribution was found to provide the better fit to the velocity profile (Niiyama et al., 

2010b). 

 

Figure 2.8. Comparison of the measured velocity profiles through the SW with some 

mathematical models at different outflows and intake levels (Niiyama et al., 2010b).  
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This modified Gaussian distribution is a function of the discharge, depth of intake 

level and the density profile of the reservoir (Brooks and Koh, 1969; Niiyama et al., 

2010b). The outflow profiles are determined using the formula: 

                                                          𝑓(𝑧) =
1

√2𝜋𝜎2
𝑒
(−

𝑧2

2𝜎2
)
                                              (28) 

where 𝑓(𝑧)  is the Gaussian probability density function, 𝜎 is the standard deviation 

(=𝛿/3.92) and 𝑧 is the distance from the center and peak of the distribution, which is about 

2 m above the gate’s intake. 

The 𝛿 or total depth of the distribution from the water surface is computed as 

                                                                𝛿 = 𝐴 (
𝑞

√𝑔𝑑𝜀
)

1
2

                                                    (29)
 

where 𝑞 is the discharge per unit width of the SW, 𝑔 is acceleration due to gravity and 𝐴 

is a constant (2.7±0.2). The 𝑑𝜀 is the relative density gradient given by 

                                                           𝑑𝜀 =
𝜌𝐺 − 𝜌𝑠
𝜌𝐺

1

𝑍𝐺
                                                      (30) 

where 𝜌𝐺  is the water density along the intake,  𝜌𝑠 is the surface water density and 𝑍𝐺  is 

the depth of the gate from the water surface. 

 The schematic diagram of the Modified Gaussian Distribution for the velocity 

profile through the SW facility is provided on Fig. 2.10. The additional parameter 𝑍𝑇  is 

the depth of the upper edge of the thermocline. For low flow conditions, the outflow 

coordinate from the water surface until 𝑍𝑇  is zero while it is a constant non-zero value 

for high flows.  
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Figure 2.9. Schematic diagram of the modified Gaussian distribution of the outflow 

through the selective withdrawal facility and the corresponding variables indicated in 

equations 18-20. 

 

The outflow discharges are first classified to be either low flow (≤6 m3/s) or high 

flow (>6 m3/s). A representative temperature profile for the same value of outflow and 

SW intake level is selected. Temperature profiles that are located directly after the 

transition of outflow or intake level are not considered. It is recommended to select a 

representative temperature profile within the middle of the time range where intake levels 

and outflows are the same. In Fig. 2.10a, the notations of a, b and c (in blue) signify the 

low-flow distributions while the rest (in red) constitute the high-flow. It is possible that 

there can be two distinct profiles in a time frame having similar discharge but with shifting 

intake levels such as in (e) and (f) together with (h) and (i). 

Using equations 28-30, ten MGDM profiles were derived. The profiles for low 

flows are given in Fig. 2.10b while the high flows in Fig. 2.10c. The areas under the curve 

for all profiles are equal to unity. Low-flow profiles have more pointed peaks and are 

shallower while the high flows are relatively flatter and deeper. While low flows have 
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zero values of coordinates from surface to the top edge of the thermocline, high flows 

rather have constant non-zero values at this similar location. The theory and application 

of this method is further discussed in a previous study (Niiyama et al., 2010b). 

 

 

 

 

Figure 2.10 Outflow, water level and SW intake level for 2016 (a) and the corresponding 

modified Gaussian profiles for (b) low flows and (c) high flows. 
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the outflow. The coordinates per profile were multiplied to the total outflow such that the 

sum of all discharge per layer (dz) is equal to the total value of the outflow.  

The Uniform Distribution Method (UDM) was also used to compare the results 

with the MGDM. The common practice for UDM is to use designated three fixed points 

that lie along the location of the intake level. The lowering of the SW intake gate was 

therefore accounted for in the use of UDM for the 2016 simulation. 

Simulated water levels were compared with the actual. Furthermore, the actual 

and simulated profiles were likewise compared, together with the outflow temperatures. 

This was made for both MGDM and UDM.  

After which, three model cases were developed, which correspond to the three 

periods of operation. For Cases A and B, the VC is removed in the simulation. The 

outflow method used for Case A is UDM, with the outflow layers corresponding to the 

location of the 2.8-m diameter penstock at EL 30 m. Meanwhile, both Cases B and C 

utilized the outflow profiles derived from MGDM. 

The resulting outflow temperatures for the three cases were obtained and 

compared. Vertical temperatures were also determined. To discuss the difference in 

stratification among the three cases, the Brunt-Väisälä frequency (N2) was computed for 

each layer (dz) of the reservoir. The resulting contours of in-reservoir temperatures and 

N2 for the three cases were compared.  

Simulation was also done for the year 2015 to compare the results in a period 

where thermal stratification is affected by floods. Year 2015 exhibits an operation where 

there is no sudden shift in SW intake, i.e. the SW gate is fixed at a certain level from May 

01 to August 31.  

The simulation cases for 2015 and 2016 are summarized in Table 2.3 while their 

intake settings for the calculation are given in Figs. 2.11 and 2.12 for the sensitivity 

analysis. 
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Table 2.3 Description of numerical calculation cases. 

Case Mode of Outflow 
Vertical 

Curtain 
Depth of Intake 

A Penstock Withdrawal No 70 m 

B/B1 Selective Withdrawal No 4 m 

B2 Selective Withdrawal No 7 m 

B3 Selective Withdrawal No 10 m 

C1 Selective Withdrawal Yes 4 m 

C2 Selective Withdrawal Yes 7 m 

C/C3 Selective Withdrawal Yes 10 m 

 

 

 

Figure 2.11 The SW intake settings for the period with long and sustained stratification. 
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Figure 2.12 The SW intake settings for the period with a stratification affected by flood. 
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3.1 Introduction 

The temperatures of lakes and reservoirs are known to respond to the changes in 

atmospheric conditions (Hondzo and Stefan, 1993). In order to understand the thermal 

conditions of the reservoir, it is necessary to first identify and examine several climate 

drivers such as solar radiation, air temperature, wind speed and rainfall. Solar radiation 

directly affects the reservoir’s water temperature particularly during the heating seasons. 

Furthermore, air temperature is commonly used as the main indicator of climate change, 

which can greatly affect the long term trends of water temperature. Higher air 

temperatures are associated with higher surface temperatures and greater summer thermal 

stability (Wang et al., 2012). Likewise, one study showed that rising air temperatures 

could result in warmer overall lake temperatures by offsetting the cooling effects of 

increased rainfall and river inflows (Bayer et al., 2013). On the other hand, wind generally 

supplies the energy for mixing and surface cooling. Wind is also responsible for the 

formation, stability and depth of thermoclines (Edlund et al., 2017). Further, rainfall is 

the main source of river inflow, which then produces horizontal currents affecting vertical 

stratification.  

This study aims to determine the effects of climate on the temperatures of the 

reservoir with varying operations. This chapter focuses on the analysis of trends of air 

temperature, rainfall and wind speed in comparison with the trends of water temperatures. 

Further, the temperature profiles and heat content of the reservoir for the varying periods 

of operation are evaluated. The Ogouchi Reservoir in Japan is chosen as the study site as 

it had apparently experienced climate warming between 1959 and 2016 and its operation 

had transitioned into three distinct periods within this duration with the use of deep 

penstock withdrawal (DPW), purely SW and combination of SW and VC.  
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3.2 Results 

3.2.1 Climate Analysis 

The recent values of these climatic drivers, from 2012 to 2016 (Fig 3.1) from the 

dam station, were examined to highlight their typical daily variations, which were later 

on used as a basis to identify the two seasons in a year, namely, summer half-year and 

winter half-year. Then, air temperatures and wind speeds were analyzed based on their 

annual averages and the averages for the two seasons using the dam station data; for 

rainfall, only the totals of the annual event and extreme events (>50 mm d−1) were 

analyzed for their basin averages using all six stations. 

The annual average air temperature in the Ogouchi Reservoir is 15.4 °C, with a 

maximum of 36.3°C and a minimum of −12.8 °C between 1959 and 2016. The daily 

variation in air temperature (Fig. 3.1a) shows that peaks are prominent in August and the 

lows in January. A typical year can be initially subdivided into a summer half-year (April 

to September) and a winter half-year (October to March). The summer half-year is 

classified when the air temperature is equal to or greater than the annual average air 

temperature, while the winter half-year is when temperatures are below it. Fig. 3.1b 

shows the typical daily rainfall pattern, wherein the rainy season onsets in the late spring 

while the typhoon season, bringing large amounts of rainfall, occurs in summer and 

autumn. Fig. 3.1c provides the recent typical daily wind speed, where cold winds are 

particularly strong from November to March due to the prevalence of northwesterly winds 

(Japan Meteorological Agency, n.d.). Interestingly, strong rain events are mostly 

concentrated during the summer half-year while stronger winds occur during the winter 

half-year. This further justifies why this paper adopts the two specific seasons in 

analyzing the interaction of climate with the thermal conditions of the reservoir. 
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Figure 3.1 Typical variation of (a) air temperature (11-day moving average), (b) rainfall, 

and (c) wind speed from 2012 to 2016 from the dam station. 

 

The plots in air temperature, wind speed, and basin-averaged rainfall for the year 

and the two seasons can be referred to in Fig. 3.2. Long-term atmospheric warming during 

the year and the winter half-year can be confirmed, with overall rising trends in air 

temperature. Besides these two, no other significant long-term trends were identified for 

the rest of the parameters (Table 3.1); however, several remarkable observations can be 

recognized at certain years. For the air temperature (Fig. 3.2a), the period from 1976 to 

1993 is characterized by cold spells during the summer half-year. In terms of wind speed 

(Figs. 3.2b), the recent two decades are dominated by large values. In terms of rainfall 

(Figs. 3.2c), the wettest years (magnitudes greater than 2000 mm) were 1959, 1991, and 

1998, while the driest years (below the average of 1480 mm) were 1973, 1980, 1984, and 

2009. Strong rainfall events were observed in 1974, 1983, and 2011, due primarily to 

typhoons. 

The corresponding results of the M–K test for these atmospheric parameters are 

presented in Table 3.1, where significant upward trends in air temperature are observed 

for the year and winter half-year at +0.15 and +0.30 °C decade−1, respectively. The annual 

air temperature rise is consistent with the +0.12 °C decade−1 officially recorded increase 

0

10

20

30

0

50

100

150

200

2012 2013 2014 2015 2016 2017

0.8

1.2

1.6

2

T
em

p
er

at
u

re
 

(˚
C

 )

 b) Rainfall

 c) Wind

R
ai

n
fa

ll
 

(m
m

 )
 

 a) Air Temperature

W
in

d
 S

p
ee

d
 

(m
 s

-1
)

Time (year)



48 
 

in Japan between 1898 and 2016 (Japan Meteorological Agency, 2017). The increase in 

air temperature during the winter half-year corresponds with the warmer winter and 

autumn, as evidenced by the documented rise of +0.11 and +0.13°C decade−1, 

respectively. For the Tokyo metropolitan area, where the catchment belongs, a study 

(Matsumoto et al., 2017) revealed that the annual mean temperature increased by about 

+0.30°C decade−1 between 1901 and 2016, a value way larger than the national average 

of +0.12°C decade−1 (Japan Meteorological Agency, 2017). This could explain the higher 

rate of increase during the winter half-year for the Ogouchi catchment. However, no 

significant trend in air temperature could be detected in the summer half-year, which 

means that the annual trend is largely affected by the rising local temperatures during the 

winter half-year. On the other hand, wind speeds showed upward trends for the annual 

and the two seasons for the maximum (significant) and for the annual (not significant). 

Furthermore, the long-term trends of annual and heavy rainfall (>50 mm d−1) are not 

statistically significant. While the country’s air temperature displayed upward trends, 

which are likely attributed to climate change and urbanization, precipitation may be 

considered to be within the normal range of fluctuations (Xu et al., 2002).  
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Figure 3.2. Long-term annual data of a) air temperature, b) wind speed and c) rainfall 

for the Ogouchi Reservoir.  
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Table 3.1. Results of the Mann–Kendall (M–K) test at α = 0.05 for long-term values of 

air temperature, wind speed and rainfall (basin average). Significantly different p-values 

are in bold characters. 

 

On Table 3.2, the results of the Kruskal-Wallis (KW) and rank-sum tests are 

provided. In terms of air temperature, significant differences are observed among periods 

for the year and winter half-year. For the year, Period C is significantly different (warmer) 

from A while for the winter half-year, both Periods B and C are significantly different 

(warmer) from A. In terms of wind speed, the significant differences among periods for 

the year and the summer half-year are brought about by Period C, having larger wind 

speed values than A. In terms of rainfall (annual and heavy), no significant differences 

were observed. On Table 3.3, only the wind speed for the year and the summer half-year 

is significantly different by rank-sum test between Periods B and C. 

The short-term meteorological trends in each period are defined by the slope of 

the parameters using simple linear regression (Fig. 3.3). For Period A, air temperature, 

wind speed, and basin-averaged rainfall are characterized by weak slopes. On the other 

hand, Period B noticeably has rising trends in air temperature and basin-averaged rainfall 

but a decreasing one in wind speed. A limitation to estimating the trends for Period B is 

recognized as it covers only a relatively short duration of ten years. Furthermore, Period 

Parameter 
Time  

Category 
M–K z-stat M–K p-value Sen’s Slope 

Air Temperature 

Annual +2.9783 0.0029 +0.15 °C decade−1 

Apr–Sept −0.1610 0.8271 −0.01 °C decade−1 

Oct–Mar +4.4809 <0.0001 +0.30 °C decade−1 

Average  

Wind Speed 

Annual +1.8758 0.0607 +0.03 m s−1 decade−1 

Apr–Sept +1.4565 0.1453 +0.02 m s−1 decade−1 

Oct–Mar +1.8293 0.0673 +0.03 m s−1 decade−1 

Maximum  

Wind Speed 

Annual +2.5283 0.0114 +0.08 m s−1 decade−1 

Apr–Sept +2.1796 0.0293 +0.09 m s−1 decade−1 

Oct–Mar +2.9485 0.0032 +0.08 m s−1 decade−1 

Rainfall 
Annual +0.2147 0.8300 +5.02 mm decade−1 

>50 mm d−1 +0.2415 0.8092 +3.35 mm decade−1 
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C manifests a slight increase in air temperature and a strong increase in wind speed but 

the reverse for basin-averaged rainfall. These short-term trends are later discussed in 

comparison with the trends of water temperatures and heat content. 

 

Table 3.2. Results of Kruskal–Wallis (K–W) and rank-sum tests at α = 0.05 for the 

climate parameters. Significantly different p-values are in bold characters. 

Parameter 
Time 

Category 

Average per Period 
K–W p-value 

A B C 

Air Temperature 

          (˚C) 

Annual 11.7 12.1 12.4* 1.3 × 10−3 

Apr–Sept 18.4 18.3 18.7 4.3 × 10−1 

Oct–Mar 5.1 5.9* 6.0* 4.3 × 10−4 

Ave. Wind Speed 

       (m s-1) 

Annual 0.95 0.93 1.02* 1.2 × 10−2 

Apr–Sept 0.94 0.89 1.02* 2.5 × 10−3 

Oct–Mar 0.96 0.98 1.04 1.1 × 10−1 

Rainfall (mm) 
Annual 1496.5 1437.1 159.7 8.9 × 10−1 

>50 mm d-1 335.0 342.9 308.1 9.5 × 10−1 

*significantly different from Period A by rank-sum test 

 

 

Table 3.3. Results of rank-sum tests at α = 0.05 for the climate parameters. Significantly 

different p-values are in bold characters. 

Parameter 
Time 

Category 

Average per Period 
rank-sum 

 p-value 

B C  

Air Temperature 

          (˚C) 

Annual 12.1 12.4 1.8 × 10−1 

Apr–Sept 18.3 18.7 5.0 × 10−1 

Oct–Mar 5.9 6.0 5.3 × 10−1 

Ave. Wind Speed 

       (m s-1) 

Annual 0.93 1.02* 8.0 × 10−3 

Apr–Sept 0.89 1.02* 3.3 × 10−3 

Oct–Mar 0.98 1.04 8.0 × 10−2 

Rainfall (mm) 
Annual 1437.1 159.7 6.4 × 10−1 

>50 mm d-1 342.9 308.1 5.7 × 10−1 

*significantly different from Period B by rank-sum test 
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Figure 3.3. Average air temperature (a–c), average wind speed (d–f) and basin-

averaged rainfall (g, h). Colored straight lines are linear fit for each period, with colored 

texts as slopes, while values in parentheses are slope percentages (slope value/average 

value for that period × 100). 
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3.2.2 Water Temperature Distribution and Trends 

 Fig. 3.4 presents the reservoir temperatures recorded at different depths from 

1959 to 2016, while Fig. 3.5 provides the average weekly temperature for the year for 

each period. The general pattern follows a trend where low values can be observed during 

winter (December to February), peaking during summer (August) and decreasing with 

the onset of autumn. Large fluctuations are observed for surface water temperature (0 m), 

with a high of 25°C and a low of 5°C for all three periods. On the other hand, Period A 

(Figs. 3.4a and 3.5a) shows warmer conditions for the 10-, 20-, 30-, and 70-m depths, 

while Periods B (Figs. 3.4b and 3.5b) and C (Figs. 3.4c and 3.5c) are mostly colder at 

these depths. Temperatures at the 70-m depth for the two latter periods are relatively flat 

at the 5°C level. Closer lines between depths mean a relatively mixed condition at these 

layers, while gaps between the layers indicate an apparent thermocline. For Period A, 

small temperature gaps are evident between the 30- and 70-m depths from late summer 

until autumn. Meanwhile, large gaps are manifested for Periods B and C between the 10-

m and 30-m depths over the entire year, except during winter, where mixing occurs. 

Between the 30- and 70-m depths for Periods B and C, temperature gaps are larger for 

the latter, meaning that Period C exhibits deeper thermocline and thicker epilimnion than 

Period B. 
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Figure 3.4. Long-term fluctuations in water temperature at different depths for the three 

periods (a, b and c). Data are unavailable for 2002 and largely incomplete for 2003. 
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Figure 3.5. Average weekly water temperatures at different depths for different periods 

(a–c). To get the average per period, the transitional years between two periods are 

eliminated. 
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(Table 3.5), the SWT decreased for the year at −0.06°C decade−1 (nonsignificant, p = 

0.2033) and for the winter half-year at −0.15°C decade−1 (significant, p = 0.0201), with 

no observable trend for the summer half-year (April to September). During the year and 

the winter half-year, the SWTs were decreasing, although air temperatures were 

significantly rising (Table 3.1). This surface cooling phenomenon can be strongly 

attributed to the change in reservoir management procedures. 

For the temperatures below the water surface (10 to 70 m), Kruskal-Wallis test 

affirmed the significant differences among periods. Period A is generally warmer than B 

and C, on average (Table 3.4). During the summer half-year, large temperature gaps in 

the upper layer are observed in Periods B and C, indicating the presence of strong thermo-

clines (Fig. 3.6a). During the winter half-year (Fig. 3.6b), while Period A is mostly 

isothermal, Periods B and C still have inherent stratification, as observed from the 

relatively large temperature gaps between the 20- and 70-m depths. 

 

Table 3.4. Results of Kruskal–Wallis (K–W) and rank-sum tests at α = 0.05 for water 

temperatures at various depths. Significantly different p-values are in bold characters. 

Depth Season 
Average per Period (˚C) 

K–W p-value 
A B C 

0 m 

(SWT) 

Apr–Sept 20.09 20.09 20.40 3.6 × 10−1 

Oct–Mar 11.23 10.44* 10.73* 1.9 × 10−3 

10 m 
Apr–Sept 15.58 13.98* 14.61* 8.4 × 10−6 

Oct–Mar 11.06 10.08* 10.22* 1.6 × 10−3 

20 m 
Apr–Sept 12.87 8.63* 9.75* 1.9 × 10-9 

Oct–Mar 10.91 9.31* 9.47* 4.7 × 10−6 

30 m 
Apr–Sept 11.14 6.40* 7.41* 1.2 × 10−9 

Oct–Mar 10.76 7.46* 8.61* 1.0 × 10−8 

70 m 
Apr–Sept 7.59 5.85* 5.79* 1.4 × 10−7 

Oct–Mar 9.20 5.91* 5.97* 7.0 × 10−9 

*significantly different from Period A by rank-sum test 
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Table 3.5. Results of the Mann–Kendall (M–K) test at α = 0.05 for long-term values of 

surface water temperatures. Significantly different p-values are in bold characters. 

 

 

 

Figure 3.6. Average annual water temperatures at different depths from 1959 to 2016 for 

(a) the summer half-year and (b) the winter half-year. 
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reservoir. Periods B and C have similar trends, although Period C has relatively higher 

heat content than Period B. The deeper outflow level from the SW and the presence of 

the VC have played a role in the higher heat content of Period C. The observed differences 

in the plots of temperature profiles and heat content suggest that the operation of the 

facilities significantly influenced the thermal structure of the reservoir. This is further 

explained in the succeeding sections.  

 

 

Figure 3.7. Time series plots of heat content for the three periods. 
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periods by K-W test for both seasons. Furthermore, the rank-sum test reveals that Period 

B and C are significantly different from period A, such that the two latter periods exhibit 

lower Q for both the summer and winter half-years. On Table 3.7, rank-sum test shows 

that Period B is significantly different from Period C based on Q. 

The interannual variability of heat content is shown on Fig. 3.8. On average, for 

the summer half-year (Fig. 3.8a), Period A shows the highest value of Q, with 6600 TJ, 

followed by C with 5500 TJ, and, lastly, by B with 5200 TJ. For the winter half-year (Fig. 

3.8b), Period A still obtains the highest average Q, followed by C and then B. In summary, 

Period A manifests higher Q than Periods B and C. Higher Q is observed for Period A as 

it has a warmer water column and thicker epilimnion.  

0 50 100 150 200 250 300 350

2000

4000

6000

8000

10000

Q
 (

T
J)

Julian Date

 A

 B

 C

 Heat Content



59 
 

The trend of heat content can also be compared with those of meteorological 

forcing. Period A, which generally exhibited weak slopes for air temperature and wind 

speed during both seasons, obtained relatively weak slopes for Q during the summer half-

year. For Period B during both seasons, the increase in air temperature and rainfall and 

the decrease in wind speed (Fig. 3.3) are associated with the decrease in Q. On the other 

hand, for Period C, specifically during the winter half-year, the increase in wind speed is 

associated with decreasing trends in Q. To summarize, while the difference in the average 

values of different parameters of Q is brought largely by the varying reservoir operations, 

the short-term trends of Q in every period are highly associated with the trends of air 

temperature and wind speed. 

 

 

Table 3.6. Results of Kruskal–Wallis (K–W) and rank-sum tests at α = 0.05 for heat 

content (Q) for the two seasons. Significantly different p-values are in bold characters. 

Parameter Season 
Average per Period (TJ) 

K–W p-value 
A B C 

Q 
Apr–Sept 6.6 5.2* 5.5* 3.2 × 10−6 

Oct–Mar 5.5 4.3* 4.6* 1.9 × 10−6 

*significantly different from Period A by rank-sum test 

 

 

Table 3.7. Results of rank-sum tests at α = 0.05 for heat content (Q) for the two seasons. 

Significantly different p-values are in bold characters. 

Parameter Season 
Average per Period (TJ) Rank Sum p-value 

B C  

Q 
Apr–Sept 5.2 5.5* 3.5 × 10−2 

Oct–Mar 4.3 4.6* 4.1 × 10−3 

*significantly different from Period B by rank-sum test 
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Figure 3.8. Time series plots of heat content for (a) summer half-year and (b) winter half-

year. Colored straight lines are linear fit for each period, with red representing a strong 

positive slope (m ≥ +1%), blue for a strong negative slope (m ≤ −1%), and green for a 

weak slope (−1% > m > +1%). Colored texts are slopes, while values in parentheses are 

slope percentages (slope value/average value for that period × 100). 
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3.3 Discussion 

3.3.1 Correlation Between Climate Forcing and Reservoir Temperatures 

Pearson correlation coefficients (r) between the climate forcing and reservoir 

temperatures were obtained. Long-term correlation (1959-2016) was made only between 

climate forcing and surface water temperature (SWT), excluding the 10- to 70-m 

temperatures. On the other hand, all water temperatures (0 to 70 m) were included in the 

short-term correlation for every period. 

For the long term, SWT shows a positive correlation with air temperature for the 

summer half-year (r = 0.73) and a negative one with wind speed (r = −0.29) for the winter 

half-year. Meanwhile, other meteorological parameters acquire very weak correlations 

for both seasons. It has to be noted that strong correlation is not evidence of a mechanistic 

effect, i.e., correlation is not causation. The long-term correlation established specifically 

between air temperature and SWT should not be confused with the long-term trends 

generated from the M–K test. While there is a strong positive correlation between the two 

parameters during the summer half-year, the M–K test showed no significant long-term 

trends in the same period. In the same way, while the correlation between the two 

parameters appeared to be weak during the winter half-year, the M-K test showed 

significant in-verse trends. 

For the short term, SWTs for Periods A and B show positive correlation with air 

temperature for April to September (rA = 0.76; rB = 0.86) and October to March (rA =0.64; 

rB = 0.73), with Period C exhibiting very weak correlation. The warming of the surface 

water occurs via downward longwave radiation, as associated with the increase in air 

temperature. SWT in Period B has a negative correlation with wind speed, specifically 

during the summer half-year (rB = −0.38). Furthermore, a weak correlation between SWT 

and basin-averaged rainfall is seen for Periods A and B for both seasons, but SWT is 

negatively correlated with basin-averaged rainfall during the winter half-year (rC = −0.58) 

for Period C. Considering the deeper layer of the reservoir, air temperature and wind 

speed have very low correlation with the temperatures at the 10- to 70-m depths. However, 

a positive correlation is detected between basin-averaged rainfall and the 70-m layer 

temperature, with r of 0.58 and 0.65 for Period A during the summer half-year and winter 

half-year, respectively. 
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This correlation tests showed that at some cases, negative correlation is found 

between climate and water temperature. However, in most cases, the correlation between 

the two parameters are extremely weak. Due to the low frequency of strong correlation 

between climate and water temperatures, it can be inferred that that the effect of climate 

is considered to be less significant.  

 

3.3.2 Effect of Climate Warming and Facilities on Surface Water Temperatures 

The phenomenon of long-term surface warming associated with climate change 

has been observed in many lakes. Surface temperatures of several lakes worldwide were 

found to significantly rise consistent with annual increases in air and ocean surface 

temperatures(O’Reilly et al., 2015). Furthermore, lakes in Europe, North America and 

Africa were identified to encounter warming trends together with varying thermal 

regimes (Coats et al., 2006). The increase in surface water temperatures could result to 

increased rates in evaporation (Helfer et al., 2012; Trumpickas et al., 2009) and in 

bacterial and phytoplankton activity (Woolway et al., 2019), enhanced thermal resistance 

to vertical mixing (Butcher et al., 2015), shorter period of ice covers specifically for 

dimictic lakes (Arvola et al., 2009) and proliferation and invasion of warm-water aquatic 

species (Trumpickas et al., 2009). In the Ogouchi catchment, climate warming indeed 

took place specifically during winter half-year (mid-autumn to early spring) yet no 

significant trend occurred in the summer half-year (mid-spring to early autumn). This 

means that the area has been experiencing warmer winters in recent years, which is 

consistent with the warming trends of the cold seasons in the country (Japan 

Meteorological Agency, 2017). Most sets of literature have established that long-term 

increasing trends in air temperatures follow the subsequent increase in surface water 

temperatures but the result of this study actually suggests the reverse, i.e., surface water 

cooling despite climate warming. While it cannot be discounted that the visible rising 

trends in wind speeds could have induced reservoir surface cooling during the recent years, 

it has to be noted that other factors could have directly caused this cooling phenomenon.  

It is asserted rather that the lowering of the surface water temperatures of the 

reservoir is associated with the operation of certain water control facilities. Vertical 

curtains were specifically installed in the upstream reaches of the Ogouchi Reservoir not 

only to prevent the dispersion of phytoplankton into the main water body but also for the 

purpose of promoting surface cooling (Takahashi, 2008). Lower values of surface water 
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to air temperature ratios were computed for Periods B and C, confirming that the use of 

SW and VC facilities leads to a much lower surface temperature in the reservoir. The 

immediate release of reservoir water from the epilimnion during Periods B and C would 

limit the radiant heating of the upper layer, thereby causing the temperature drop in the 

surface and epilimnetic waters. The two latter periods also facilitated the creation of a 

strong thermocline that limits the advective heat transfer between the epilimnion and the 

hypolimnion. In the case of Period A, the atmosphere has more opportunity for heat 

transfer with the reservoir, which could have encouraged the warming of the water body 

as manifested in Lake Dillon (Lewis et al., 2019), with the same deep withdrawal 

operation as the Ogouchi Reservoir. Likewise, the negative correlation of rainfall and 

surface water temperatures in Period C suggests that strong rainfall is associated with the 

cooling of reservoir surface as induced by the VC. Furthermore, it is not only the vertical 

curtain alone but rather its combined operation with selective withdrawal that the 

reservoir surface temperatures are eventually lowered. The curtains facilitate the plunging 

of the colder river water, which then replenishes the epilimnion after the warm near-

surface waters have been released out of the reservoir through SW. Without the VC, the 

SW can likewise be used alone to maintain colder surface and epilimnetic waters but the 

operation requires optimized withdrawal techniques at different layers to deliver the 

desired results. Additionally, the use of SW without the VC could be detrimental as it can 

create optimum conditions for eutrophication. 

Some other factors that affect lake and reservoir cooling are likewise recognized. 

Among these are the thickness of the forest cover of the surrounding watershed and the 

clarity and transparency of the water body. Thicker forest covers reduce the surface winds 

while increased dissolved organic matter enhances light attenuation, both of which can 

result to the cooling of the overall water temperature profile and the rising of the 

thermocline (Heiskanen et al., 2015; Tanentzap et al., 2008). Increased water clarity can 

cause the faster warming of surface water as it influences the vertical partitioning of heat 

(Rose et al., 2016). Despite regional signatures of climate warming, an urban lake in 

Canada was identified to experience overall temperature drop as attributed to forest re-

growth and increased dissolved organic matter (Tanentzap et al., 2008). In the Ogouchi 

catchment, reforestation efforts have been implemented since 1986 through non-clear 

cutting of timbers and multi-layer planting, thus reducing sedimentation rates and 

erodibility (Gunay et al., 2019) and increasing surface roughness as wind buffer. Likewise, 
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the amount of suspended sediments, nutrients and phytoplankton together with runoff and 

erosion patterns that influence the overall water quality and clarity of the reservoir (Point, 

2016) might have changed over the years. While it is true that the reduction in surface 

winds and water clarity may facilitate reservoir cooling, their effects may be considered 

minimal as the process involved is slow in the long term and is greatly affected by high 

climate variability. The operation of SW and VC arguably has far stronger and more direct 

effects on lowering water temperatures versus the two other aforementioned factors as 

these facilities can alter outright the hydrodynamics of the reservoir. 

 

3.3.3 Effect of Facilities on the Overall Thermal Regime 

The downstream outflow control by DPW and SW and the upstream inflow 

interception by VCs can explain the significant differences in water temperature 

distributions among the three periods for both the summer half-year and winter half-year, 

as shown in Fig. 3.9. 

In Period A, the river water largely disperses and remains for a longer period 

within the reservoir and replaces the colder water in the deep zone. This subsequent 

interaction of river water with the hypolimnetic water could explain the high correlation 

in Period A between bottom water temperatures and rainfall, wherein the latter serves as 

the primary source for river inflow. On the other hand, in Period B, the abstraction of 

water through SW leads the inflow to follow a narrow path along the upper layer and 

encourages most of the river water to be released directly out of the dam. The apparent 

thermocline formation during Period B not only limits the thermal advection between the 

upper and lower layers of the reservoir (Zouabi-Aloui et al., 2015) but further shields the 

radiant heat transfer from the atmosphere to the hypolimnion (Lewis et al., 2019). This 

can further reaffirm why air temperature is highly correlated with SWT but not with the 

temperatures at the deeper layers. Furthermore, shallow withdrawals can diminish the 

internal heat in the reservoir over the summer and can offset the effect of further warming 

(Mi et al., 2019). 

Meanwhile, during Period C, the curtains facilitated the plunging of the river water 

underneath it, limiting the flow to a layer way below the level of inflow and making a 

slightly wider epilimnion than in Period B. The two curtains acted as hydraulic and 

thermal barriers against the direct intrusion of the river water into the upper layer of the 

reservoir. River water has relatively larger velocity and different temperatures than the 



65 
 

reservoir, and its manner of dispersion in the reservoir, as affected by the VC, essentially 

influences the thermal structure of the water body. 

Looking at Fig. 3.9, higher heat was stored in the reservoir during Period A, 

compared to Periods B and C. In the case of the two latter periods, the heat exchange 

between the epilimnion and hypolimnion was strongly limited by the thermocline, hence 

the lower values of Q. In one study that carried out a heat budget analysis of the Sau 

Reservoir, it was found that hypolimnetic withdrawals increased the reservoir’s annual 

Birgean heat budget (ABHB) while intermediate withdrawals produced stronger 

thermoclines and decreased both Q and ABHB (Moreno-Ostos et al., 2008). Eventually, 

that study concluded that hydraulic management can partially counteract the effects of 

climate warming. 

This present study strongly establishes that the different behaviors of the thermal 

structure of the reservoir in the three periods are mainly caused by management and not 

climate warming and that some management strategies can be used to mitigate certain 

climate impacts. Nevertheless, this only generalizes the effects of surface releases with 

the use of the SW facility but has not yet explored the effect of withdrawals at different 

depths. The operation of the Ogouchi Reservoir can still be optimized in order to maintain 

desirable water quality not only in the main reservoir body but also with the released 

water downstream. 
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Figure 3.9. The thermal regime of the Ogouchi Reservoir as affected by climate warming 

and the operation of different facilities. 
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3.4 Conclusions 

The effects of climate on the temperature and thermal structure of a warm 

monomictic reservoir that have varying operations are evaluated in this study. Although 

air temperatures were rising, surface water temperatures were found to be decreasing in 

the long term. Climate forcing affects the reservoir temperatures within the individual 

periods, but the varying reservoir operation has been identified to ultimately influence the 

differences in thermal responses among the periods. Kruskal-Wallis tests affirmed that 

the distributions of water temperatures were significantly different among the three 

periods, while rank-sum tests proved that Periods B and C were significantly different 

(colder) to Period A. The two latter periods also exhibited lower heat content due to their 

shallower epilimnion. Flow interception by VCs upstream and outflow control by DPW 

and SW downstream play a large role in either inhibiting or enhancing the radiant heat 

transfer from the atmosphere to the reservoir and advection between epilimnion and 

hypolimnion with the presence of thermocline.  

This study reveals that the thermal condition of the reservoir is not significantly 

affected by climate warming. Reservoir operation bears a stronger influence on the 

temperature and thermal structure of the reservoir than climate change itself. The use of 

SW and VCs appears to be a promising key to mitigate the thermal impacts of climate 

warming.  
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4.1 Introduction 

The stratification responses of reservoirs are dependent not only on the climate 

but also on the operation of hydraulic facilities that particularly control the outflows and 

the intrusion depth of inflow. For example, conventional deep withdrawal schemes are 

implemented through the penstock intake such as seen in the Shasta Lake (Hanna et al., 

1999), Lake Powell (Richard Marzolf et al., 2000) and Lake Dillon (Lewis et al., 2019). 

With this system, hypolimnetic withdrawals are facilitated, which results in the deeper 

migration of both the thermocline and chemocline (Hueftle and Stevens, 2001). Shallower 

outflows, on the other hand, can be made using selective withdrawal (SW) systems, which 

can enable epilimnetic water releases. A numerical simulation study (Çalişkan and Elçi, 

2009) showed that near-surface releases of warm water promoted and maintained colder 

conditions of the hypolimnion while thermocline-level releases led to the warming of the 

bottom layer. In terms of other facilities, vertical curtains (VC), which are used for 

controlling eutrophication (Takahashi, 2008) can be installed across the river mouths in 

the upstream reaches to regulate the intrusion depth of inflow into the main reservoir. 

Using the VC modified the upstream and downstream temperature and velocity 

distributions of the Ogouchi Reservoir in Japan (Niiyama et al., 2010a).  

It is interesting to note that the specific site for this study – the Ogouchi Reservoir 

– had undergone these three distinct aforementioned schemes between the years 1957 and 

2016. The wealth of significant limnological data for this reservoir offers a great 

advantage to study in detail the effects of actual operation of the different facilities on the 

reservoir’s thermal structure. Establishing the stratification responses for the different 

reservoir operations and seasons appears to be a helpful reference in further studying the 

stratification regimes of other water quality parameters. This study can provide 

reasonable inputs to the sound management of the seasonally changing water quality 

conditions not only for this water supply reservoir but the other monomictic reservoirs in 

the world.  

For this study, the thermal regimes of the reservoir are evaluated during the four 

stages in a year, namely, 1) December-March for the mixing episode in the reservoir 

during winter until early spring, 2) April-July for the warming episode during spring and 

summer, 3) August-September for peak stratification coinciding with the typhoon season 

during late summer and lastly, 4) October-November as the start of cooling in preparation 
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for overturn in autumn. Brunt-Väisälä Frequency, thermal stability and thermocline 

strength are quantitatively determined in order to carry out tangible comparisons of 

stratification conditions among periods, rather than merely describing the differences 

using only temperature profiles. Likewise, this study investigates the interaction among 

the occurrence of notably prolonged hot or cold atmospheric conditions and the duration 

and the timing of onset and end of stratification, in relation to varying operation.  
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4.2 Results 

4.2.1 Seasonal Temperature Distribution per Period 

Based on Fig. 4.1, the temperature profiles of the reservoir significantly vary for 

every period and every season. In this section, every paragraph below details the 

discussion for every season. Data is missing for 2002 while largely incomplete for 2003 

as the water quality records are unavailable at the Bureau of Waterworks. It has to be 

noted that these two years comprise the transition years from originally weekly 

measurement of water temperatures (1959-2001) to daily measurement (2004-present). 

During this transition, the instruments were upgraded and the VCs were also installed. 

Considering Dec-Mar (Fig. 4.1a), Period A generally exhibits isothermal patterns 

at around 7-8˚C level, indicating a mixed condition in the reservoir during this cold period 

of the year. Meanwhile, Periods B and C show very weak stratification as indicated by a 

relatively small temperature gap between the 30-m and 70-m depths. Based on the 

average vertical profile (Fig. 4.1e), isothermal condition is generally confirmed for Period 

A showing the warmest profile. Periods B and C are weakly stratified specifically below 

the mid-section. 

Stratification becomes strongly evident for Apr-Jul (Fig. 4.1b) as shown by the 

larger temperature gaps in the upper layers, specifically for Periods B and C. Large gaps 

signify the presence of a strong thermocline in that layer. The temperatures of Period A 

are gradually decreasing with depth. The average vertical profile in Fig. 4.1f confirms the 

stratified condition for all periods. However, Period A is relatively warmer and has a 

weaker thermocline than Periods B and C.  

Stratification further intensifies for Aug-Sep (Fig. 4.1c) where peak atmospheric 

heating occurs. Significant differences among the temperature profiles of the three 

periods are observable. For Period A, large gaps are noted between 0-m and 10-m and 

between 30-m and 70-m intervals. Meanwhile, Period B exhibits strongly stratified 

condition until the 30-m depth, with a relatively mixed condition at the 70-m layer. On 

the other hand, Period C is consistently strongly stratified until the deepest layer. This 

strongly stratified condition is further shown in the average vertical profile in Fig. 4.1g 

with bottom to surface temperatures ranging from 10 to 25˚C for Period A while 5 to 

24˚C for Periods B and C. Period C has a warmer profile and a deeper thermocline than 

B.  
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For Oct-Nov (Fig. 4.1d), isothermal conditions are observable in the upper layers 

of the reservoir for Period A, although the bottom layer is intermittently stratified 

annually. Some years where the bottom layer is stratified correspond to the years having 

a delayed end of stratification while those years with mixed bottom condition coincide 

with the years having early end of stratification. Period B, on the other hand shows a 

stratified condition throughout the entire vertical layer with the 20-m and 30-m layers 

having the largest temperature gap. For Period C, the layer between the 30- and 70-m 

depths of the reservoir is strongly stratified while the upper layer is relatively weaker. 

Based on the temperature profiles in Fig. 4.1h, Period A appears to approach almost 

isothermal conditions while Periods B and C remain stratified. Period C still has a deeper 

thermocline than B. 
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Figure 4.1. Seasonal variation in the water temperature profiles for the long term (a-d) 

and the average per period (e-h). Data is missing for 2002 while largely incomplete for 

2003. 

 

4.2.2 Representative Thermal Regime per Period 

To compare the thermal profiles among periods, one representative year from each 

period was selected following certain criteria for 1) typical year, 2) cold summer year and 

3) hot summer year. The year is considered typical when the annual accumulated air 

temperature during the heating episode (April to September) falls within +/-3% of the 

average for 1959 to 2016; the accumulated rainfall during the same episode is within the 

upper 20%, signifying a typical flood year; and that the water levels are not significantly 

fluctuating in that year. The selection process can be further referred to in Fig. 4.2. On 
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the other hand, a year has a cold summer when the accumulated air temperature from 

April to September is largely way below -3% of the long term average, while a year has 

a hot summer when the same atmospheric parameter is largely way above +3% of the 

average. 

Fig. 4.3 shows the temperature contour maps of the selected representative years 

based on the classifications mentioned in the methods section. Considering the typical 

year (Figs. 4.3a1, b1 and c1), the water columns for all periods are mostly isothermal 

from the beginning of the year until the end of March (Day 90). Meanwhile, stratification 

becomes evident from April (Day 91) until October (Day 273). Considering the depth of 

the 10˚C contour line at the end of August (Day 243), the epilimnion is widest for Period 

A with depth of 80 m, followed by Period C (30 m) and narrowest for Period B (15 m). 

This means that on average, the two latter periods have a very deep layer of the 

hypolimnion during the period of peak stratification. While the 10˚C contour line 

terminates around mid-December (Day 350) for Periods B and C, the same temperature 

contour line extends all the way until the beginning of the succeeding year for Period A. 

The dispersion of the thermal energy is more pronounced in Period A as shown by the 

thicker epilimnion starting from mid-July (Day 196) until almost the end of that year.  

Meanwhile the cold summer years (Figs. 4.3a2, b2 and c2) and hot summer years 

(Figs. 4.3a3, b3 and c3) show almost the same pattern as the typical years, except for the 

fluctuating water levels and the higher water temperatures during the heating episode 

(April to September) for hot summer years. Same with the typical year, the cold summer 

years and hot summer years have Period A exhibiting a deeper epilimnion than B and C, 

considering the 10˚C contour line. Period C likewise has a relatively larger stratified layer 

compared to B. Since these profiles are based on the actual data, inherent differences are 

apparent among the three representative years, which can be attributed to factors other 

than those used in the selection criteria. To address this issue, numerical simulation was 

later implemented where model inputs and boundary conditions have been unified to 

isolate the individual effects of each operating scheme. This enables to highlight and 

visualize the apparent distinction of thermal stratification among periods and the direct 

effects of the facilities.  

 



75 
 

 

Figure 4.2 Long term values of (a) cumulative air temperature, (b) cumulative rainfall 

and (c) average water level for May to September. Highlighted in black bars are the 

chosen years (typical) for comparison, namely 1972, 2001 and 2007. 
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Fig 4.3. Temperature contours labelled as a1-a3 (1972, 1980, 1973), b1-b3 (2001, 1993, 

1999), and c1-c3 (2007, 2008, 2004) as representative of Periods A, B and C, respectively. 

Dash lines indicate levels of main outflow. Actual outflow level records are unavailable 

except for years 1972, 1973, 1980 and 2007. However, it has to be noted that Period B 

was operated with 4-m deep SW intake. The thickness of the epilimnion can be visualized 

using the depth from the water surface of the 10˚C contour line. Selection criteria for the 

typical year and cold summer and hot summer years are discussed in the methods section. 
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Fig 4.3. Continued… 
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Fig 4.3. Continued… 
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4.2.3 Interaction of Atmosphere and River Inflows with Reservoir Temperatures 

The plots of air temperature, river temperature and reservoir temperatures for the 

typical year of each period are given in Fig. 4.4. Generally for all periods, the atmosphere 

is much warmer than the river water from mid-March (Day 75) until mid-December (Day 

350). Both the river and the atmosphere supply the additional heat in the reservoir during 

this warmer period. Meanwhile, the reverse happens during winter where river waters are 

warmer than the air.  During the colder period, the river inflow provides an additional 

heat into the reservoir.  

In terms of surface water temperatures (0-m), a similar trend is observed with air 

temperature from Day 75 until Day 250. However, during the rest of the year, reservoir 

surface waters are much warmer than the atmosphere. The drop in the air temperature 

during autumn causes the release of heat from the reservoir into the atmosphere, resulting 

in the overturning episode and the weakening of stratification.  

In Fig 4.4a, the reservoir water temperatures at the deeper layer (30 m and 70 m) 

are significantly warming starting from Day 175 until Day 300. While the surface waters 

respond directly with the atmosphere during the entire heating period, there appears to be 

a delay in the warming of the deeper layer. During the cooling period, the deeper waters 

are much warmer than the atmosphere, which means that the reservoir could release heat 

into the atmosphere.   

In Fig 4.4b, the temperatures along the 30- and 70-m depth appear to be constant 

at 5˚C all throughout the year, except for Day 250 to Day 365 for the 30-m layer, which 

is slightly warming. This means radiant and advective heat transfer could not be 

facilitated in the hypolimnion due to the presence of the strong thermocline developed in 

the upper layer.  

In Fig 4.4c, the temperature along the 30-m depth is much higher than that of 

Period B but the 70-m temperatures are still constant at around 5˚C. The transfer of heat 

from the river inflow to the 30-m reservoir layer is possible due to the presence of the VC. 

This process results in the slight weakening of the thermocline at this depth. 
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Fig 4.4. Interaction of atmosphere and river inflows with reservoir temperatures 

considering the typical years for the three periods: Period A-1972 (a), Period B-2001 (b) 

and Period C-2007 (c). 
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4.3 Discussion 

4.3.1 Stratification in terms of the Brunt-Väisälä Frequency 

The stratification of the reservoir in terms of N2 is shown in Figure 4.5. For all 

three periods, the duration from Day 0 (1 January) until around Day 90 (31 March) is 

characterized by zero values of N2. This indicates that isothermal conditions existed 

during this specific time range. The N2 values are pronounced from Day 91 (1 April) to 

Day 273 (30 September), coinciding with spring and summer. From Day 274 (1 October) 

until the end of the year, the N2  values gradually decrease as the reservoir experiences a 

weakening of stratification due to overturn during fall and mixing during winter. 

Focusing on the peak of the summer season, stratification is more intense in 

August for Periods B and C compared to A. Stronger thermoclines were produced during 

Periods B and C because of the shallow withdrawals through the SW facility. Comparing 

the two latter periods with the 0.0001 contour line, stratification extends deeper for C due 

to the deeper SW intake and the presence of the VC. 

Period A, on the other hand, has weaker stratification, as attributed to 

hypolimnetic withdrawals by penstock. Considering the 0.0001 contour line, the 

stratification extends to the deepest part of the reservoir, specifically near year-end. This 

means that thermoclines are developed at the deeper portions of the reservoir during the 

start of the cooling season. 
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Figure 4.5. Contour plots of average N2 for the three periods (a–c). 

 

4.3.2 Decadal Averages of SSI and TSI  
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the stratification conditions as indicated by SSI during this period are likely consistent 

until 1991. However, in terms of TSI for Period A, significant differences occur for Aug-

Sep and Oct-Nov for the first three decades, suggesting that the thermocline gradient is 

greatly varying during these seasons. For Periods B and C, SSI values are consistently 

higher during Oct-Nov when compared to Period A; however, in terms of TSI, Periods B 

and C have higher values during Apr-Jul and Aug-Sep. During peak stratification, Period 

C has the largest SSI while Period B manifests the largest TSI, in general. 

In Fig. 4.6a, average SSI distributions for all five decades are not significantly 

different from Dec-Mar and Apr-Jul where SSI mildly varies from 0.2 to 0.4 kJ m-2 for 

Dec-Mar while 3.2 to 3.5 kJ m-2 for Apr-Jul. The obvious distinction for each period 

appears during Aug-Sep where the highest SSI is 7.2 kJ m-2 for Period C, followed by A 

(5.8 to 6.2 kJ m-2) with B as the lowest (5.7 kJ m-2). For Oct-Nov, thermal stability 

decreases for all periods, with C still maintaining the highest SSI (3.7 kJ m-2), followed 

by B (3.1 kJ m-2) and then lastly by A (1.9 to 2.3 kJ m-2).  

In Fig. 4.6b, the average TSI for all periods are relatively smallest for Dec-Mar 

for all the five decades with values ranging from 0.08 to 0.15˚C m-1 but the TSI 

distributions become distinct from the rest for the other seasons. For Apr-Jul, TSI is 

highest for Period B (0.52˚C m-1) followed by C (0.48˚C m-1), having A as the lowest 

(0.34 to 0.37˚C m-1). This is consistent with Aug-Sep pattern where the highest peak TSI 

for the year belongs to B (0.64˚C m-1), followed by C (0.55˚C m-1) with A having the 

lowest (0.30 to 0.39˚C m-1). The effect of withdrawal location to thermal stratification 

can be clearly visualized with emphasis on larger TSI for Periods B and C (shallow 

withdrawals) than Period A (deep withdrawals) during this heating period. The order of 

magnitude is reversed for Oct-Nov where TSI is highest for Period A (0.40 to 0.50˚C m-

1), followed by C (0.38˚C m-1) and lastly by B (0.37˚C m-1). Stronger thermoclines are 

developed in the deeper layers of the reservoir for Period A during Oct-Nov. 

It can be inferred from this long term analysis that having the strongest 

thermocline does not necessarily translate to largest thermal stability. Stratification as a 

phenomenon may be subjectively classified to have varying strength depending on the 

index being utilized to describe it. For example in Aug-Sep (Figs. 4.6a, b), Period C has 

the largest SSI among all periods but its TSI is smaller than Period B. The magnitude of 

thermal stability is rather found to be related to the total depth of the thermocline and the 

thickness or volume of the stratified layer. In Fig. 4.1g, the bottom edge of the 
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thermocline of Period B is at the 30-m depth while Period C is at 50-m depth. The 

stratified layer is much thicker in Period C, hence larger energy is required to fully mix 

or destratify this column, resulting in the high value of SSI.  

 

 

 

Figure 4.6. Bar graphs of decadal averages of a) SSI and b) TSI for different seasons. 
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4.3.3 SSI Trends 

Table 4.1 shows the results of the Kruskal-Wallis (K-W) and rank-sum tests of 

the seasonal values of SSI per period. The SSI values are found to be significantly 

different among periods for all the four seasons. For Dec-Mar, Periods B and C are 

significantly different (more thermally stable) from Period A. For Apr-Jul, B is 

significantly different (lower stability) from A while for Aug-Sep and Oct-Nov, C is 

significantly different (more thermally stable) from A. On Table 4.2, Period C is 

significantly different from Period B for Aug-Sep and Oct-Nov. 

 In terms of the short-term trends per period, the SSI distributions are shown in 

Fig. 4.7. 

For Dec-Mar (Fig. 4.7a1), constantly near-zero values of SSI are shown for Period 

A, affirming that a mixed condition exists in the reservoir during this coldest part of the 

year. The SSI patterns are consistent with the mostly isothermal profiles as shown in Figs. 

4.1a and 4.1e, hence the very low values of SSI. On the other hand, Periods B and C 

obtain relatively larger values and increasing slope for their annual SSI. This can be 

attributed to the apparently weak stratification during the two latter periods specifically 

around the bottom layer of the reservoir. The increasing slope in the two latter periods 

may also be attributed to the significant atmospheric warming during Dec-Mar. 

The SSI patterns for Apr-Jul (Fig. 4.7a2) are not significantly different among the 

three periods. Interannual variability is not visible during this warming episode, 

consistent with the gradually stratified temperature patterns as shown in Fig. 4.1b for all 

periods. Period B, although exhibiting a strong positive slope, has the least values of SSI 

among the three periods. 

Annual SSI values are the largest during Aug-Sep (Fig. 4.7a3). Large interannual 

variability is evident specifically in Period A where SSI values fluctuate between 3.0 to 

9.0 kJ m-2. While Period B has its annual SSI values converging closely to the 5.7-kJ m-

2 average, Period C has its annual SSI values mildly fluctuating between 5.6 to 8.5 kJ m-

2. This inherent variability is consistent with the oscillation in the temperature profiles 

for Periods A and C as shown in Fig. 4.1c.  

Mild interannual variability is also observed during Oct-Nov (Fig. 4.7a4), mainly 

for Period A. This could be attributed to the large long term water temperature variations 

at the 70-m depth level of the reservoir (Fig. 4.1d). Period A also exhibits a strong 

downward slope, which can be associated with the sharp decline in the atmospheric 
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temperature during Oct-Nov from 1959 to 1991. On the other hand, the sharp increase in 

the slope in Period B is evident while Period C manifests a weak upward slope. This is 

consistent with the upward slope of air temperature from 1992 to 2016. 

 

 

Table 4.1. Results of Kruskal–Wallis (K–W) and rank-sum tests at α = 0.05 for SSI. 

Significantly different p-values are in bold characters. 

Parameter Season 
Average per Period 

K–W p-value 
A B C 

SSI (kJ m-2) 

Dec-Mar 0.22 0.33* 0.44* 5.7 × 10−6 

Apr-Jul 3.44 3.16* 3.31 2.4 × 10−2 

Aug-Sep 6.06 5.73 7.21* 4.8 × 10−3 

Oct-Nov 2.20 3.08 3.74* 8.1 × 10−6 

*significantly different from Period A by rank-sum test 

 

 

Table 4.2. Results of rank-sum tests at α = 0.05 for SSI. Significantly different p-values 

are in bold characters. 

Parameter Season 
Average per Period 

Rank-Sum p-

value 

B C 

SSI (kJ m-2) 

Dec-Mar 0.33 0.44 1.7 × 10−1 

Apr-Jul 3.16 3.31 6.0 × 10−1 

Aug-Sep 5.73 7.21* 1.7 × 10−4 

Oct-Nov 3.08 3.74* 3.0 × 10−2 

*significantly different from Period B by rank-sum test 
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Figure 4.7. Line graphs are time-series of stratification indices with a1-a4 for different 

seasons. Colored straight lines are linear fit for each period with colored texts as slopes, 

m (unit/year) while values in parentheses are slope percentages (slope value/average 

value for that period x 100). Red represents strong positive slope (m ≥+1%), blue 

represents strong negative slope (m ≤-1%) while green for weak slope (-1%> m >+1%). 

Data is missing for 2002 while largely incomplete for 2003. 
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4.3.4 TSI Trends 

Table 4.3 shows the results of the Kruskal-Wallis and rank-sum tests of the seasonal 

values of TSI per period. Significant differences are observed among periods for all 

seasons, except Oct-Nov. For Dec-Mar, Period C have stronger thermoclines than Periods 

A and B. Meanwhile, both Periods B and C are significantly different (stronger 

thermocline) compared to A. On Table 4.4, Period C is significantly different from Period 

B for Dec-Mar. 

Seasonal time-series trends of TSI are provided in Figs. 4.8, with slopes indicated 

for each of the distinct periods. 

For Period B, the strong upward trend in the annual TSI is evident for all the four 

seasons (Fig. 4.8a1-a4). Correspondingly for this particular period, the air temperature 

showed a strong increasing trend with the wind speed having a strong decreasing trend 

from 1992 until 2001. It appears that higher air temperatures and weaker wind speeds are 

associated with stronger thermocline for this period. Conversely, stronger winds can 

destratify and weaken the thermocline (Magee and Wu, 2017).  

For Periods A and C, the TSI trends for the rest of the seasons are characterized 

by weak slopes, except for the sharp increase in the slope during Dec-Mar for Period A 

as seen in Fig 4.8a1. In this particular case, the increase in slope is not found to be 

correlated with any trends in air temperature and wind speed. Only Period B has the 

clearest relationship between the trends of TSI and atmospheric parameters. 

Interannual variability in TSI is largely pronounced during Oct-Nov for Period A 

(Fig. 4.8a4), where values range from 0.19 to 0.80˚C m-1. TSI is particularly very high 

for the years 1961, 1968 and 1978 but low for 1962, 1963, 1965 and 1966. This TSI 

variability, same with SSI, is dependent on the behavior of the water temperature profiles, 

as seen in Fig. 4.1. 
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Table 4.3. Results of Kruskal–Wallis (K–W) and rank-sum tests at α = 0.05 for SSI and 

TSI. Significantly different p-values are in bold characters. 

Parameter Season 
Average per Period 

K–W p-value 
A B C 

TSI (˚C m-1) 

Dec-Mar 0.11 0.09 0.15* 6.0 × 10−3 

Apr-Jul 0.35 0.52* 0.48* 1.2 × 10−7 

Aug-Sep 0.34 0.64* 0.55* 3.0 × 10−8 

Oct-Nov 0.45 0.37 0.38 8.6 × 10−2 

*significantly different from Period A by rank-sum test 

 

Table 4.4. Results of rank-sum tests at α = 0.05 for TSI. Significantly different p-values 

are in bold characters. 

Parameter Season 
Average per Period 

Rank-Sum p-

value 

B C 

TSI (˚C m-1) 

Dec-Mar 0.09 0.15* 7.9 × 10−5 

Apr-Jul 0.52 0.48 2.8 × 10−1 

Aug-Sep 0.64 0.55 7.7 × 10−2 

Oct-Nov 0.37 0.38 7.8 × 10−1 

*significantly different from Period B by rank-sum test 
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Figure 4.8. Line graphs are time-series of stratification indices with a1-a4 for TSI for 

different seasons. Colored straight lines are linear fit for each period with colored texts as 

slopes, m (unit/year) while values in parentheses are slope percentages (slope 

value/average value for that period x 100). Red represents strong positive slope (m ≥+1%), 

blue represents strong negative slope (m ≤-1%) while green for weak slope (-1%> m 

>+1%). Data is missing for 2002 while largely incomplete for 2003. 
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4.3.5 Timing of Onset and End of Stratification 

The timing of onset and end of stratification for each year was analyzed. The 

occurrence of this timing can be identified based on subjective threshold value in terms 

of 𝑆𝑆𝐼 (Engelhardt and Kirillin, 2014); hence SSI was adopted as the main selection 

criterion for this study. In examining the long-term data, it was found that the onset 

typically happens around spring time with a corresponding threshold value of 500 J m-2. 

The same threshold value was used to signify the end of stratification, knowing that 

stratification is a binary process i.e. stratified when above the threshold and mixed when 

below it (Stainsby et al., 2011). This same paper used a threshold value as high as 800 J 

m-2 to characterize the timing of stratification for Lake Simcoe.  

On average considering all three periods, the stratification in the reservoir onsets 

around early April (Day 97) using a minimum SSI threshold of 500 J m-2 (Fig 4.9). 

However, the timing of the end of stratification varies depending on the period. The 

numerical difference between the timing of onset and end of stratification is equal to the 

total length of stratified days in a year. In this case on the average, Period C exhibits the 

longest stratification at 266 days, followed by B (259 days) with A as the shortest with 

246 days. Longer stratification appears to be associated with shallower withdrawals. This 

is particularly attributed to the sustained stratified condition until almost the year end in 

Periods B and C. 

The timing of onset of stratification for a particular year can also be related to the 

atmospheric condition in that year and/or of the previous year. Here, the years with 

notably late or early onset of stratification are highlighted. For this paper, prolonged 

winter for a year means that the average air temperature for Dec-Mar is relatively smaller 

than its preceding and succeeding years while a prolonged summer has larger air 

temperatures for Aug-Sep extending until Oct-Nov.  

For example, in Period A, it was observed that an onset of stratification for a 

particular year is likely late or extended if that year is preceded by a very hot and 

prolonged summer. High temperatures were recorded in the prolonged summers of 1964, 

1969, 1971, 1973, 1975, 1977, 1982, 1983 and 1985, and correspondingly, the 

stratification started late the following year at around Day 102 until 109. Furthermore, 

early onset (around Day 91 to 97) likely occurred during the same year with a very cold 

and prolonged winter specifically during the years 1967, 1970 and 1976.  
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For Periods B and C, the onset of stratification around the springtime of a 

particular year is observed to be likely late or extended when that year is preceded by a 

very hot and prolonged summer. Late onset occurred in 1996 and 2000 for B and in 2006 

and 2008 for C. What is interesting to note is that an early onset likely occurs in a year 

for Periods B and C, if that particular year is preceded by a very cold and prolonged winter. 

Correspondingly, late onset occurred in 1995 and 1997 for B and in 2007, 2009 and 2013 

for C.  

In summary, the timing of onset of stratification is both largely affected by the 

atmospheric condition and the withdrawal operation scheme as provided in Fig. 4.9. For 

Period A (deep withdrawal), early onset in a year likely happens if that year has a 

prolonged winter; meanwhile for Periods B and C (shallow withdrawal), if that year is 

preceded by a prolonged winter. Late onset in a year likely happens for all three periods 

especially if that year is preceded by a prolonged summer.  

For the timing of end of stratification, the case appears to be different between the 

deep withdrawal scheme and the shallow one. For Period A, early termination 

corresponds to the year having early onset while late termination occurs in a year where 

there is also a late onset. However, the case is different for Periods B and C. While the 

timing of onset may be associated with a very hot summer or very cold winter for Period 

A, the timing of end of stratification for B and C appears to be shifted late until the end 

of the year, regardless of the atmospheric condition. As mentioned earlier, the two latter 

periods exhibit a sustained stratification until the end of the year. The strength of the 

thermocline is maintained due to this shallow withdrawal scheme, largely limiting the 

thermal advection and mixing between the epilimnion and hypolimnion. The 

thermoclines developed for Periods B and C remain almost constantly in the upper layer, 

unlike in Period A where the thermocline migrates deeper into the reservoir and further 

weakens until the year end. This phenomenon is further investigated using the numerical 

simulation as discussed in the next section. 
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Figure 4.9. The timing of onset and end of stratification as determined based on SSI. 
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4.4 Conclusions 

This study successfully evaluated and described in detail the seasonal long-term 

patterns of thermal stratification of a monomictic reservoir, which had undergone three 

distinct periods of operation. In general, the reservoir is mostly isothermal during winter 

(Dec-Mar) while stratification onsets in spring (starting Apr), intensifies in summer (Aug) 

and weakens during fall (Oct-Nov). During the peak of stratification, penstock outflows 

(Period A, deep withdrawal) allowed larger thermal dispersion in the reservoir, rendering 

a thicker epilimnion and a weaker thermocline; hence the low SSI and TSI values. The 

operation of SW alone (Period B, shallow withdrawal, no curtain) created a thick layer of 

hypolimnion and promoted a very strong thermocline (high TSI). Meanwhile, the 

combined operation of SW and VC (Period C, shallow withdrawal, with curtain) 

increased the thermal stability (high SSI) and the thickness of epilimnion relative to 

Period B, due to the mixing process as induced by the VC and the deeper level of the SW 

intake. Hence, having the strongest thermocline does not necessarily mean the largest 

thermal stability. Period B and C also exhibited stronger stratification in terms of the 

Brunt-Väisälä Frequency (N2). Depending on the outflow depth and the occurrence of 

prolonged hot or cold atmospheric conditions, the onset of stratification could be likely 

shifted early or late.  On average, stratification duration is shortened with deep 

withdrawals.  

Based on the results of the analysis from Chapters 3 and 4, it further reinforces the 

earlier claim that reservoir operation bears a stronger influence on the reservoir’s thermal 

structure than the climate itself due to the following reasons: 

1. Surface water temperatures decreased in the long term with the shift of 

operation from DPW to SW and VC. 

2. Period A has higher heat content but Periods B and C have higher stability and 

stronger thermocline. 

3. Periods B and C exhibit longer duration of stratification and earlier onset than 

Period A. 

These findings are summarized in Fig. 4.10. 
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Figure 4.10. Effect of varying facilities on the thermal structure of the Ogouchi Reservoir. 
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5.1 Introduction 

Chapters 3 and 4 have shown that the deep penstock withdrawal (DPW) operations 

in the Ogouchi Reservoir resulted in warmer water profiles and lower thermal stability. 

On the other hand, shallow withdrawals through the selective withdrawal (SW) facility 

promoted narrower warm upper layer (epilimnion), higher stability and stronger 

thermoclines. Additionally, it was found that shifting the operations of the reservoir from 

the conventional DPW to the use of SW and vertical curtains (VC) can potentially 

mitigate the effects of climate warming. These previous chapters however, did not 

elaborate much on the effect of the facilities on released water temperatures. Further, the 

operation of the SW together with the presence of the VC can still be evaluated to 

recommend the best management practice for regulating the reservoir temperatures.  

This study therefore aims to evaluate the effects of varying the operation of the 

facilities on the thermal structure and the released water temperatures of the reservoir. 

Numerical simulation is employed by replicating the three periods of operation. The 

simulation focuses on the period from May 1 to August 31, 2016 during which a long and 

sustained stratification is observed, free from the interference of floods. Simulation 

studies usually assign uniformly distributed points for the outflow opening along the 

location of the intake. For this chapter, the main distinguishing feature is that this applies 

the velocity field for the outflow as derived from actual field observations (Niiyama et 

al., 2010b) in the SW of this reservoir. This study therefore evaluates the applicability of 

the two SW outflow models on the released water and in-reservoir temperatures. These 

two methods specifically are the Uniform Distribution Method (UDM) and the Modified 

Gaussian Distribution Method (MGDM). 

After evaluating the suitable outflow model for the SW, sensitivity analysis is 

made. Several cases are developed by varying the SW intake depths by 4, 7 and 10 m, 

with or without the VC to evaluate their effects on the thermal structure and released 

water temperatures. These are done for both the years 2015 and 2016. While 2016 has 

long and sustained operation, the year 2015 is characterized by a flood in the middle of 

the period. The plots of temperature contours, N2 and outflow temperatures are provided 

for comparison and the results are analyzed. 
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5.2 Applicability of the Modified Gaussian Profile 

5.2.1 Vertical Temperature Profiles  

Figure 5.1 shows the comparison of temperature contour maps of the actual 2016 

data (Fig. 5.1a) and the simulation results from UDM (Fig. 5.1b) and MGDM (Fig. 5.1c). 

The black rectangle in the actual plot indicates the lack of data during that period. UDM 

and MGDM can reproduce reasonably the first half of the simulation period from Day 

122 to 190 compared with the actual. However, during the second half of the period (Day 

191-245), UDM tends to deviate largely from the actual trend of the measured data. UDM 

exhibits a warmer upper layer considering the 25˚C level relative to the actual. Strong 

thermocline is also observed along EL 70-75 m where the gaps between the 7-15˚C levels 

are rather narrow. With regards to MGDM, the warmer upper layer around the 25˚C level 

is narrower and the thermocline along the EL 70-75 m is weaker relative to UDM. 

The representative thermal profiles for each month are shown in Figs. 5.2a1-a4 

having the profiles for the MGDM while Figs. 5.2b1-b4 for the UDM. For May, both 

methods exhibited a relatively good fit with the actual. However for the next months, 

UDM produced steeper thermoclines and narrower epilimnion than MGDM. Furthermore, 

UDM poorly reproduced the lower edge of the thermocline along EL 70 m relative to 

MGDM. 

Although visually, the simulated temperature profiles from both methods may 

show reasonable agreement with the actual, MGDM appears to have a better fit than UDM 

numerically. The RMSE of MGDM ranges from 0.44 to 1.69˚C, which is way lower than 

UDM with RMSE of 0.49 to 2.56˚C. The error generally increases with time as shown by 

the increasing RMSE from May to August. 

Additionally, the simulated water levels were compared with the measured data. 

On Fig. 5.3, the water levels show reasonable agreement with RMSE of 0.57 m. 
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Figure 5.1. Comparison of temperature contour maps for the 2016 simulation: (a) actual 

data, (b) results from UDM and (c) results from MGDM. 

Temperature (˚C) 

a) Actual Data 

b) UDM 

c) MGDM 
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Figure 5.2. Comparison of 2016 temperature profiles between measured data and 

simulation results. Simulations were made by applying the outflow profiles using the (a1-

a4) Modified Gaussian Distribution Method (MGDM) and the (b1-b4) Uniform 

Distribution Method (UDM). 

 

  

Figure 5.3. Comparison of actual and simulated water levels for 2016. 
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5.2.2 Outflow Temperatures 

The actual temperatures (red dots) exhibit sudden dips in July 1 and in August 4, 

corresponding to the lowering of the SW gate intake at these dates (Fig. 5.4). The 

following are the ranges of temperatures for each month: May (9.1-12.6˚C), June (11.4-

15.4˚C), July (11.8-17.1˚C) and August (15.2-19.6˚C). Daily fluctuation is apparent 

within a day with the maximum occurring around noontime while the minimum around 

midnight. 

The UDM performed relatively fairly for Range 1 but poorly for Ranges 2 and 3. 

Meanwhile, MGDM showed very good agreement with the actual temperatures all 

throughout the simulation period. The oscillation is also more pronounced in UDM than 

in MGDM, which can be attributed to the fact that UDM averages the temperatures from 

only three outflow layers. UDM has its outflow located along the thermocline where 

strong thermal gradients are present, hence the strong fluctuation in outflow temperatures. 

MGDM considers the entire depth of the Gaussian profile, hence the smoother trends. 

The model performance of MGDM is better than UDM in terms of RMSE. Hence, 

MGDM was adopted for simulating the SW cases in the next section. 

 

 

 

Figure 5.4. Comparison of 2016 outflow temperatures between measured data and 

simulation results using MGDM and UDM. 
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5.3 Simulation of the Three Periods 

5.3.1 Thermal Structures 

The in-reservoir temperature contour maps in Fig.5.5a show that Case A (Fig. 

5.5a1) has a wider thermal dispersion than Cases B (Fig. 5.5a2) and C (Fig. 5.5a3). 

Considering the 14˚C level, Case A reaches a depth of 40 m by August 31 while B and C 

only reach up to 20 m on the same date.  

Withdrawing water from the penstock located at a deeper layer encourages more 

efficient mixing of water in the reservoir, hence the wider distribution of reservoir 

temperatures (Case A). As a result, the thermocline for this case appears to be weaker as 

it migrates deeper through time. Meanwhile, the SW facility operates at shallower depths, 

such that a strong thermocline is created at these layers (4 m for Case C while 10 m for 

Case C). As a result, the reservoir appears to be generally colder, as it exhibits a very 

narrow epilimnion but a very wide hypolimnion. This agrees with the previous findings 

that deep withdrawal promotes warming of the profile and creates weaker thermoclines 

than shallow withdrawals in Chapters 3 and 4. 

Considering Cases B and C, the thermal profiles of these two show significant 

differences. Case B has a narrower epilimnion compared to Case C. Likewise upon 

examining closely Figs. 5.5a2-a3, the gap between the 14 and 20˚C levels is larger in C 

than in B. This difference is largely attributed to the deeper intake for Case C than in Case 

B. Furthermore, the presence of VC in Case C enhances the widening of the epilimnion. 

The VC acts as a hydraulic barrier against river inflow from intruding directly into the 

reservoir. The river water is forced to flow under the 10-m deep VC and this action 

modifies the thermal structure in Case C. 

The N2 as a measure of stratification appears to strongly fluctuate between the 

depths of 4 and 8 m for all cases (Fig.5.5b). This means that the layer where stratification 

starts to manifest is variably migrating. Since thermal dispersion is largest in A, 

stratification, although weak, extends until the deeper layers of the reservoir (Fig. 5.5b1). 

Meanwhile, practically zero values of N2 were registered from the depth of 12 m below 

for B and from 15 m below for C due to almost isothermal conditions at these layers. The 

stratification of all three cases appears to be modified at the latter part of the simulation 

where a flood occurred. 
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For B (Fig. 5.5b2), the strength of the thermocline is pronounced between the 

depths of 2 and 12 m. Meanwhile for C (Fig. 5.4b3), stratification exists between 4 and 

15 m but there appears to be two distinct thermoclines above and below the 10-m depth. 

This 10-m divide as seen in the N2 contour plot is induced by the VC, which also has the 

same depth of 10 m. Overall, Case B developed a stronger thermocline than B as indicated 

by the stronger intensity of N2. However Case B, appears to be more thermally stable due 

to the slightly deeper epilimnion. These agree with the findings obtained from Chapters 

3 and 4. 

In Fig. 5.6, the distribution of the river water along the reservoir thalweg can be 

visualized using tracer (Fig. 5.6a) as extracted from the simulation of the three cases, 

together with their corresponding longitudinal temperature profiles (Fig. 5.6b). The deep 

withdrawal in Case A (Figs. 5.6a1 and 5.6b1) encouraged the vertical mixing of water 

layers, thereby promoting the dispersion of thermal energy throughout the reservoir depth 

and the deep migration of the thermocline. The shallow withdrawal without the curtain 

scenario in Case B (Figs. 5.6a2 and 5.6b2) facilitated a flow that is directly focused along 

the epilimnion and eventually, a strong thermocline was created along the outflow level. 

Near-surface releases inhibit the further interaction of the warm water in the epilimnion 

with the cold water in the hypolimnion. Based from some simulation studies, it was found 

that deep withdrawal enhances the thermal advection in the water column, which deepens 

the epilimnion (Ma et al., 2008) while shallow withdrawal tends to intensify the 

stratification, thus inhibiting heat transfer between the epilimnion and hypolimnion 

(Zouabi-Aloui et al., 2015). Further, the level of the thermocline is found to correspond 

with the location of the outflow (Casamitjana et al., 2003), as what was similarly shown 

from the simulation.  

Meanwhile, the shallow withdrawal with curtain scenario in Case C (Figs. 5.6a3 

and 5.6b3) shows a relatively thicker mixed layer than in Case B and this is attributed to 

two reasons. The first one is that Case B has deeper outflows than Case B. Secondly, the 

presence of the VC enhances the interaction and mixing of the river water and the 

reservoir water. The inflow is forced to travel under the 10-m deep impermeable fence, 

thus increasing the intrusion depth in Case C. This process also shifts deeper the 

thermocline that was originally developed along the outflow level. A previous simulation 

study for the Ogouchi Reservoir also provided that while the VC can effectively trap 

sediments upstream, it can also shift the thermocline to move into a deeper layer (Duka 
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et al., 2019). There are still very limited studies about the effect of VC on the 

hydrodynamics, sedimentation and eutrophication process not only of this reservoir but 

also of other reservoirs in the world. Sensitivity analysis through numerical simulation 

can later be made to evaluate the effect of the varying depths of VC on the thermal 

structure and also on the water quality regime of the reservoir.  

 

 

Figure 5.5. Vertical distribution of (a) in-reservoir temperatures and (b) N2 from the 

simulation of the three cases from May to August 2016. 
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Figure 5.6. Longitudinal distribution along the thalweg of river tracer (a1-a3) and 

temperature (b1-b3) for the three simulation cases (sample snapshots a day after flood 

peak). Red arrows indicate the level of outflow. 
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5.3.2 Outflow Temperatures  

Fig. 5.7 shows the simulation results of outflow temperatures for the three cases. 

Case A has a temperature range of 6 to 9˚C. Case B ranges from 14 to 25.3˚C, while Case 

C ranges from 8.5 to 19.7˚C. Deep withdrawals result in cold water releases as the 

reservoir abstracts water from the cold hypolimnion. Shallow withdrawals through the 

SW facility encourages warm water releases as the level of the outflow is located in the 

epilimnion. The significant discrepancy between Cases B and C is attributed to the 

shallower intake of Case B (4 m against 10 m). During stratified conditions, the near-

surface layers are much warmer than the middle layer, hence the higher outflow 

temperatures.  

 

 

Figure 5.7. Outflow simulation temperatures for the three cases for May to August 2016. 

 

To validate the results of simulation, the long-term weekly averages of the outflow 

temperatures for the different periods of operation are presented in Fig. 5.8. It shows that 

Case A follows the normal range of outflow temperatures in comparison with Period A, 

particularly the Decades A2 (1972-1981) and A3 (1982-1991). Decade A1 (1958-1971) 

shows relatively warmer outflows than the other two. Upon examining the reservoir 

records, Decade A1 operated on extremely low water levels during the initial stages after 
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the dam construction. This essentially resulted in warmer profiles of Decade A1 in 

comparison with the other two decades. The variability of temperatures is also more 

pronounced in A1 as provided by the larger error bars. Hence, Case A is more 

appropriately to be compared with the two latter decades of Period A. 

In terms of Case B, the temperature range from the simulation (14 to 25.6˚C) is 

way larger than the average range in Period B (10.5 to 18.9˚C). Case C, on the other hand, 

produced outflow temperatures with a similar range as in Period C (9 to 18˚C). 

Nevertheless, the general trends of the two cases (B and C) follow that of the long-term 

records with Period B having warmer outflows than Period C. This simulation has proved 

that shallow withdrawals through the SW facility can mitigate the cold water pollution 

induced by penstock withdrawals. The effect of the VC is further evaluated in the section 

discussing sensitivity analysis. 

Additionally for the long-term records, shifting the operation from deep 

withdrawal to the use of SW averted the cold water releases. Decades A2 and A3 have 

shown that during summer, the reservoir released water with temperatures not exceeding 

10˚C. During winter, on the other hand, the outflow temperatures were relatively higher 

for Period A in comparison with Periods B and C. This likewise shows that the use of the 

SW facility can reverse the possible warm water releases caused by penstock withdrawals.  

For the optimum operation of the facilities, it is necessary to compare the outflow 

temperature from the simulation with the standard temperature for release. Presently, the 

Ogouchi Reservoir managers are implementing an operation that would match the 

streamflow temperatures of the Nippara River, which is located downstream of the dam. 

However, at the moment, the inflow temperatures of such a river are not yet in the 

possession of the researcher. Hence, the succeeding section would provide 

recommendation of operation of the SW and VC based on sensitivity analysis.  
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Figure 5.8. Long-term trends of outflow temperatures in the Ogouchi Reservoir from 

1958 until 2016 for the different periods of operation. 
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5.4 Sensitivity Analysis of Thermal Structure 

5.4.1 Effect of Facilities during a Period of Long and Sustained Stratification 

The thermal regimes for the simulation cases considering the year 2016 are 

presented in Fig. 5.9. For both the scenarios without the VC (Case B) (Figs. 5.9a1, b1 

and c1) and with the VC (Case C) (Figs. 5.9a2, b2 and c2), the thickness of the epilimnion 

increases with deeper intake levels. This trend for both cases can be easily visualized by 

observing the depth of the 20˚C contour line. However, Case C has wider the epilimnion 

than Case B, as seen by noting the differences in thickness between the 14 and 20˚C 

contour lines. 

In terms of stratification, the distribution of the N2 is given in Fig. 5.10. What may 

not be easily noticeable in the thermal profiles can be visible through the computation of 

the N2. For Case B (Figs. 5.10a1, b1 and c1), the thickness of the metalimnion increases 

with deeper intake levels. The intensity of thermocline strength becomes larger with 

shallower intakes.  

For Case C (Figs. 5.10a2, b2 and c2), the thickness of the metalimnion also 

increases with deeper intake levels. The main distinguishing feature of Case C against 

Case B is that the presence of the VC can produce two distinct thermoclines, as shown by 

the distinct gap between the upper and lower layers. Also as a result, the upper layer 

displays stronger intensity of stratification. The strength of the thermocline of the upper 

layers decreases with deeper outflows. 



110 
 

 

 

 

 

Figure 5.9. Thermal structure of the reservoir corresponding to Case B/“no VC” scenario 

(a1, b1 and c1) and Case C/“with VC” scenario (a2, b2 and c2) for the year 2016. B1 and 

C1 operate on 4-m SW intake level while B2 and C2, 7 m and Case B3 and C3, 10 m. 
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Figure 5.10. Distribution of N2 in the reservoir corresponding to Case B/“no VC” 

scenario (a1, b1 and c1) and Case C/“with VC” scenario (a2, b2 and c2) for the year 2016. 

B1 and C1 operate on 4-m SW intake level while B2 and C2, 7 m and Case B3 and C3, 

10 m. 
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5.4.2 Effect of Facilities during a Period with Flood Event 

The thermal regimes for the simulation cases considering the year 2015 are 

provided in Fig. 5.11. For the 2015 pre-flood, Cases B (Figs. 5.11a1, b1 and c1) and C 

(Figs. 5.11a2, b2 and c2), show similar trend of thermal regimes as in no-flood scenario 

for the 2016 simulation. Thus, the thickness of the epilimnion increases with deeper 

outflow levels. However, during post-flood, the depth of the 14˚C contour lines increases 

with deeper outflow levels. The same is true for Case C.  

The flood that occurred July 16, 2015 (Day 197) within the period of simulation 

has a peak discharge of about 110 m3/s. This event has considerably affected the thermal 

structure of the reservoir. In terms of the effect of the VC post-flood (Case C), the warmer 

layer above the 20˚C contour lines is much narrower compared with the cases without the 

VC (Case B). Likewise, the gap between the 14 and 20˚C contour lines is wider with the 

VC scenario (Case C). This implies that the VC has largely influenced the dispersion of 

the flood waters resulting in destratification. 

In terms of stratification, the distribution of the N2 is presented in Fig. 5.12. The 

trends of stratification patterns for the 2015 pre-flood are similar with those of the 2016 

simulation. For the scenario without the VC (Case B) (Figs. 5.12a1, b1 and c1), the 

thickness of the metalimnion increases with deeper intake levels. The intensity of 

thermocline strength increases with shallower intakes. For the scenario with the VC (Case 

C) (Figs. 5.12a2, b2 and c2), the thickness of the metalimnion also increases with deeper 

intake levels. The VC also creates two distinct thermoclines, as shown by the distinct gap 

between the upper and lower layers. 

For the 2015 post-flood, the stratification patterns are greatly modified due to the 

flood event. Without the VC, the gap of the lower stratified layer increases with outflow 

depths. With the presence of the VC, this gap becomes much larger further as the intake 

level deepens. The strength of the upper thermocline increases with the presence of the 

VC. 

It is noteworthy that the flood events could significantly shift and destratify the 

thermal profile. The model results showed that the occurrence of floods, apart from the 

facilities, can considerably increase the thickness of the epilimnion. Aside from the 

atmospheric drivers and reservoir operation schemes, storm inflows are considered to be 

another factor affecting thermal stratification. In fact, seasonal storm runoffs can 
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temporarily cause destratification (Huang et al., 2014) while increased inflows associated 

with heavy rains can totally destroy the thermocline in the riverine zone (Liu et al., 2020). 

Another numerical simulation study showed that extreme flood events can significantly 

enhance vertical mixing in the reservoir, resulting in lower thermal stability (He et al., 

2019). In cases of normal inflows, it is also interesting to analyze by numerical simulation 

the effect of stratification to interflow travel time and the transport of sediments and 

nutrients as affected by the facilities. 
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Figure 5.11. Thermal structure of the reservoir corresponding to Case B/“no VC” 

scenario (a1, b1 and c1) and Case C/“with VC” scenario (a2, b2 and c2) for the year 2015. 

B1 and C1 operate on 4-m SW intake level while B2 and C2, 7 m and Case B3 and C3, 

10 m. 

 

 

 

Figure 5.12. Distribution of N2 in the reservoir corresponding to Case B/“no VC” 

scenario (a1, b1 and c1) and Case C/“with VC” scenario (a2, b2 and c2) for the year 2015. 

B1 and C1 operate on 4-m SW intake level while B2 and C2, 7 m and Case B3 and C3, 

10 m. 
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5.5 Sensitivity Analysis of Outflow Temperatures 

5.5.1 Effect of Facilities during a Long and Sustained Stratified Period 

Generally, the temporal patterns of the outflow temperatures show that shallower 

outflows yield higher temperatures for the released water.  For the without VC scenario 

(Case B) (Fig. 5.13), Case B1 (4 m) has temperatures ranging from 14 to 25.3˚C, while 

Case B2 (7 m) with 10.3 to 21.8˚C and Case B3 with (8.4 to 20.2 ˚C). On average, 

lowering the intake gate from 4 m to 7 m results in a temperature drop of 1.6˚C. Likewise, 

lowering the intake gate from 7 m to 10 m results in a temperature drop of 1.9˚C. For the 

with VC scenario (Case C) (Fig. 5.14), the ranges of temperatures for the individual cases 

(Cases C1, C2 and C3) are not significantly different from those of Case B.  

Even though the thermal regime and stratification of the reservoir vary due to the 

VC, the resulting outflow temperatures would turn out to be the same. This does not imply 

however, that the VC has no effect on the outflow temperatures. The similarity of outflow 

temperatures for Cases B and C is attributed to the averaging of the in-reservoir 

temperatures through the modified Gaussian profiles. In Fig 5.15, although the vertical 

temperature profiles for both cases are inherently different, the extent of the modified 

Gaussian profile is large enough to offset this difference in temperature profiles, hence 

the similar outflow temperatures. 

 

 

Figure 5.13. Released water temperatures corresponding to “no VC” scenario (Case B) 

for the year 2016.  
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Figure 5.14. Released water temperatures corresponding to “with VC” scenario (Case C) 

for the year 2016.  

 

 

Figure 5.15. Schematic diagram of averaging of outflow temperatures for Cases B and 

C. Sample is for 22 July 2016 for a 10-m depth outflow. 
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5.5.2 Effect of Facilities during a Period with a Flood Event 

Considering the pre-flood period for the 2015 simulation (Fig. 5.16 and 5.17), the 

temporal patterns of the outflow temperatures show that shallower outflows result in 

higher temperatures of the released water. This result is similar to the 2016 simulation.  

The outflow temperatures of Cases B and C are also the same, as explained Fig. 5.15.  

However, during the post-flood period, the trends of temperatures are essentially 

similar for Cases B1, B2 and B3. Likewise for the “with VC” scenario, the temperature 

trends of Cases C1, C2 and C3 are also not significantly different. Since the flood has 

destratified the water column, the temperature profiles will almost be similar for Cases 

B1, B2 and B3 and for Cases C1, C2 and C3. 

 

 

Figure 5.16. Released water temperatures corresponding to “no VC” scenario (Case B) 

for the year 2015.  
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Figure 5.17. Released water temperatures corresponding to “with VC” scenario (Case C) 

for the year 2015.  
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5.6 Conclusions 

Establishing the outflow profiles using the Modified Gaussian Distribution 

Method (MGDM) offers an advantage over the Uniform Distribution Method (UDM) in 

simulating both in-reservoir and outflow temperatures. MGDM is based on empirical 

evidence as obtained from a previous study (Niiyama et al., 2010b). MGDM accounts for 

the actual velocity field through the SW, which is promising in reasonably reproducing 

not only the reservoir temperatures but also the sediment and other water quality 

distributions. UDM, on the other hand, is simpler and useful in simulating concentrated 

flows like DPW. For SW operations, UDM can also reproduce reservoir temperature 

profiles comparable to MGDM, but not so reasonably for outflow temperatures. Since 

MGDM requires temperature profiles before simulation, UDM can approximate these 

temperature profiles, which can be used as input later for MGDM for prediction studies. 

In modeling reservoirs with SW facility, it is recommended to measure the actual velocity 

field of the outflow and apply these measured velocity distributions in the simulation. 

Using the MGDM and UDM techniques, the thermal conditions of the Ogouchi 

Reservoir were established for the three periods of operation using 3-D simulation. Case 

A promotes wider thermal dispersion and weaker stratification while Cases B and C 

produce narrower epilimnion and stronger thermoclines. Simulation confirms that DPW 

(A) operations result in cold water pollution, which can be mitigated by SW operations 

(B and C). These results agree with the values of the long-term records of in-reservoir 

and outflow temperatures in Chapters 3 and 4. 

Sensitivity analysis for the operation of the SW showed that deeper outflows yield 

wider epilimnion but weaker thermoclines. The VC enhances the thickness of the 

epilimnion and also creates two distinct thermoclines. This is particularly apparent for a 

period with sustained stratification. However, the presence of the flood causes 

destratification that widens the epilimnion and weakens the thermocline. In terms of 

outflow temperatures, shallower outflows result in higher outflow temperatures. Cases B 

and C do not have significantly different trends of outflow temperatures, as related to the 

effect of averaging by the modified Gaussian profile. On average, lowering the SW intake 

gate by three meters would result in a temperature drop of the released waters by 1.6 to 

1.9˚C.  
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CHAPTER 6 

Conclusions and Recommendations 
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6.1 Effect of Climate on Reservoir Temperatures 

Climate warming can alter the thermal conditions of reservoirs. However, some 

hydraulic interventions can be explored to mitigate this impact. This study investigates 

the long-term effects of climate on the temperature and thermal structure of a monomictic 

reservoir that has had varying operations from 1959 to 2016. Reservoir progressively 

operated through three distinct periods, namely, (A) deep penstock withdrawal (DPW; 

1959–1991), (B) purely selective withdrawal (SW; 1992–2001), and (C) combination of 

SW and vertical curtain (VC; 2002–2016).  

Although annual air temperatures are increasing (+0.15 °C decade−1) in the long 

term, the reservoir’s surface water temperatures have been found to be decreasing (−0.06 

°C decade−1). Periods B and C produced colder profiles and exhibited lower heat content 

and stronger thermoclines than Period A. Flow interception by VCs upstream and outflow 

control by DPW and SW downstream play a large role in either inhibiting or enhancing 

the radiant heat transfer from the atmosphere to the reservoir and advection between 

epilimnion and hypolimnion with the presence of thermocline. 

Climate forcing affects the reservoir temperatures within the individual periods, 

but the varying reservoir operation has been identified to ultimately influence the 

differences in thermal responses among the periods. Mitigating the thermal impacts of 

climate warming in reservoirs appears promising with the use of SW and VC. 
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6.2 Seasonal Variation in Thermal Stratification 

This study investigates the thermal stratification responses of a monomictic 

reservoir operated under different facilities. The analysis of 60-year long data showed 

that the reservoir’s thermal regime varies with season and withdrawal scheme and is 

affected by upstream reach control through the vertical curtain. Isothermal conditions 

exist during winter (December-March) while stratification onsets in spring (starting 

April), intensifies in summer (August) and weakens during fall (October-November).  

Considering summer stratification, deep hypolimnetic withdrawals through the 

penstock intake promoted thicker epilimnion, with low values of thermal stability 

(Schmidt Stability Index, SSI), thermocline strength index (TSI) and Brunt-Väisälä 

Frequency (N2). Meanwhile, shallow withdrawals using selective outflow system resulted 

in narrower epilimnion, with larger TSI for no curtain scenario and larger SSI for with 

curtain scenario. Strongest thermoclines do not necessarily translate to largest magnitudes 

of thermal stability.  

Longer duration of stratification is associated with shallow withdrawals. 

Depending on the outflow depth and the occurrence of prolonged hot or cold atmospheric 

conditions, the onset of stratification could be likely shifted early or late. Since thermal 

stratification directly influences the reservoir’s water quality regime, this study can be a 

helpful reference in the water quality management of the reservoir. 
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6.3 Management of In-Reservoir and Outflow Temperatures 

Hydrodynamic modeling in reservoirs usually implements the Uniform 

Distribution Method (UDM) for outflows. While this may work well in single-point 

portals like for deep penstock withdrawal (DPW), the case may be different for selective 

withdrawal (SW). Using actual observations of velocity fields through the SW facility of 

the Ogouchi Reservoir, a new outflow method called the Modified Gaussian Distribution 

Method (MGDM) was applied to simulate the in-reservoir and outflow temperatures. 

Results showed that MGDM can reproduce the two thermal properties more reasonably 

than UDM. MGDM is promising for modeling with better accuracy for the reservoir 

temperatures. 

Using the MGDM and UDM techniques, the three periods of operation in the 

reservoir namely, Periods A (DPW), B (SW) and C [SW and vertical curtains (VC)] were 

replicated through 3-D numerical simulation. Results showed that Case A has wider 

thermal dispersion and exhibits cold water pollution while Cases B and C develop 

stronger thermoclines and can mitigate the thermal pollution. Case C has wider 

epilimnion due deeper SW intake and the presence of the VC. On the other hand, Case B 

yields warmer releases due to shallower outflows. The results of the simulation of in-

reservoir and outflow temperatures agree with the long-term data in Chapters 3 and 4.  

Sensitivity analyses were made for the operation of SW at different intake levels 

(4, 7 and 10 m) and with the presence or absence of the VC. Deeper releases result in 

wider epilimnion but weaker thermocline. The VC enhances the thickness of the 

epilimnion and also creates two distinct thermoclines. However, the presence of the flood 

causes destratification that also widens the epilimnion and weakens the thermocline. In 

terms of outflow temperatures, deeper outflows result in lower outflow temperatures.  

This study has further reinforced the earlier claim of the promising potentials of 

operation of facilities to mitigate the effects of climate change. In managing the released 

water temperatures, simulation showed that on average, lowering the SW intake gate by 

three meters would result in temperature drop of the released waters by 1.6 to 1.9˚C. 
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6.4 Future Work and Recommendation 

1) Future studies will include numerical simulations to determine the sensitivity of 

the reservoir’s temperature and thermal structure with varying hydro-meteorological 

parameters, assuming each facility is operated over the long term. It is promising to 

examine the effects of climate change on the long-term thermal condition of the reservoir 

with the aid of simulation and climate projections. 

2) The effect of water level variations and floods on thermal stratification can be 

explored more in detail for this particular reservoir. The interaction of stratification and 

interflow travel time and the transport of sediments and nutrients can also be investigated 

using both long-term data analysis and numerical simulation.  

3) The best management operation of the SW and VC facilities can be further studied 

by conducting optimization for the purpose of regulating the in-reservoir and downstream 

temperatures and other water quality parameters. The outflow temperatures should be 

compared against the inflow temperatures of the Nippara River. 
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