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Abstract

Recently, various types of robots have been gradually replacing human workers in the
tasks of exploring unknown, dangerous and dynamic environments. Especially, the mobility
in dynamic environments is strongly required of robots. The human dynamic locomotion is
realized by the simultaneous integration based on adaptability and optimality. The adapt-
ability depends on the real-time perception as a bottom-up learning-based approach from
the microscopic point of view, while the optimality depends on cognition as a top-down
knowledge-based approach from the macroscopic point of view. Various cognitive architec-
tures have been proposed in the cognitive science until now, but it is difficult for robotic
researchers to apply such cognitive models to deal with adaptability and optimality simulta-
neously in real dynamic environments, because most of them only explain the information
flow of human cognitive behaviors in the conceptual level, and the methodology to imple-
ment functions like human cognitive behaviors is not explained in detail. Therefore, we need
a cognitive model that can cover and integrate the mobility from microscopic control to
macro-scopic planning and from short-term adaptation to long-term optimization.

This thesis proposes a neuro-cognitive model for multi-legged locomotion to realize the
seamless integration from multi-modal sensing, ecological perception and cognition through
the coordination of interoceptive and exteroceptive sensory information. A cognitive model
can be discussed from three different scopes: micro-, meso-, and macro-scopic, correspond-
ing to sensing, perception, and cognition and short-, medium-, and long-term of adaptation
related with neuro science and ecological psychology. Basically, the multi-legged locomo-
tion requires the intelligent functions of 1) attention module, 2) adaptive locomotion control
module, 3) Object recognition module, 4) environmental map building module, and 5) opti-
mal motion planning module, and the proposed neuro-cognitive model integrates the above
intelligent functions from the multi-scopic point of view.

At the microscopic level, we build an attention mechanism for exteroceptive sensory in-
formation according to the current interoceptive sensory information, and adaptive locomo-
tion control is done by ( the lower-level of ) sensorimotor coordination based on interocep-
tive and exteroceptive sensory information as a short-term adaptation. Furthermore, online
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locomotion generator is also processed in this scope. I proposed the concept of sensory-
motor coordination model based on perceiving-acting cycle in the microscopic level, that is
a lower level control system interacting directly with the environment. The sensory-motor
coordination model is composed of 1) attention mechanism module that controls the topo-
logical structure of 3D point cloud information by using Dynamic Density Growing Neural
Gas (DD-GNG). DD-GNG can control the density of topological structures in specific ar-ea
based on the attention, 2) object affordance detection module for the direct perception to
generally identify the environmental condition based on the physical embodiment, 3) neural
based locomotion module that generates dynamic gait patterns by integrating with senso-
rimotor coordination. The proposed model has been optimized through a learning process
in the computer simulation beforehand. The locomotion ability of real multi-legged robot
and the leg malfunction tests are demonstrated in the experiments by several different ter-
rains. The experimental results show that a smooth gait-pattern transition could be generated
during sudden leg malfunction.

At the macroscopic level, we build environmental knowledge with higher level of behav-
ior planning from (the collection or memory of) large scale of sensory information. The robot
can conduct optimal motion planning using the built environmental knowledge. I proposed
the method of building environmental knowledge by us-ing the topological structure-based
map reconstruction. Next, we proposed an optimal path planning method on the built map.
Experimental results show that the proposed method can extract environmental features for
multi-legged robots and build envi-ronmental knowledge for optimal path planning.

At the mesoscopic level, the proposed neuro-cognitive model integrates these two ap-
proaches of microscopic and macroscopic levels. Especially, the proposed neuro-cognitive
model builds a cognitive map using the bottom-up facial environmental information and top-
down map information, and generates intention towards the final goal from the macroscopic
level. I proposed a neuro-cognitive model integrates the sensory-motor coordination model
with environmental knowledge as a cognitive map using the bottom-up facial environmental
information and top-down map information. The cognitive map is used to recognize a current
facing situation by the topological structure information from lower level, composed as 3D
vector position of nodes, edges, and 3D surface vectors of nodes. The robot generates inten-
tion towards the final goal from the macroscopic level. Furthermore, the learning process to
integrate the relationship between macroscopic level of behavior commands and locomotion
performance is developed as well. The proposed model has been tested for omnidirectional
movement in biped and quadruped robot. Furthermore, the proposed neuro-cognitive model
has also been implemented for robot climbing behavior, performing a horizontal-vertical-
horizontal movement.
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The effectiveness of the proposed model has been evaluated through a series of exper-
iments. First, I conduct experiments on locomotion learning and control based on sensory-
motor coordination in the microscopic level. Next, I conduct experiments on environmental
knowledge building and global path planning. Finally, I conduct experiments on the real-
time re-planning and behavior coordination in the rough terrain and dynamic environments
in the mesoscopic level. Through the above experiments, I showed the adaptability and op-
timality in the multi-legged locomotion by the proposed multi-scale neuro-cognitive model.
Future research directions not only implemented for robotics application but also can be
implemented for the interdisciplinary study on cognitive science and ecological psychology.
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Chapter 1

Introduction

Recently, various types of robots have been gradually replacing human works in the
tasks of exploring unknown, dangerous and dynamic environments. A robot should have
a structure suitable for a purpose. In general, mobile robots can be classified into legged
robots and wheeled robots. From a broader perspective, legged robots are more versatile
than wheeled robots simply because there are less than half of the worlds terrain that can be
accessed on wheels. Especially, the mobility, the ability to move, in dynamic environments
is strongly required of robots, but the mobility in dynamic environments is one of the most
important challenges in the study on robot locomotion behaviors nowadays.

The main issue in robot locomotion behaviors is to deal with adaptability and optimal-
ity to dynamic environments simultaneously. Many researchers strive for dynamics in robot
locomotion behaviors. A human can move efficiently by integrating many aspects of the
embodied cognition based on central nervous structures and morphological features. Time-
series of external and internal sensory information enables an animal to make a decision to
move in dynamic environments. Likewise, a legged robot also needs a dynamic locomotion
generator to cope with diverse environmental conditions. In this study, a model is defined to
represent the complex relationship between inputs and outputs. A cognitive model is com-
posed of cognitive architecture and knowledge. The cognitive architecture is discussed from
the functional points of view such as perception, decision making, prediction and learning
to deal with intelligent abilities of humans and other animals. The need for such a cognitive
model on the locomotion connects the ideas of biologists and physiologists with those of
roboticists.

The dynamic human locomotion is realized by the simultaneous integration based on
adaptability and optimality. The adaptability depends on the real-time perception as a bottom-
up learning-based approach from the microscopic point of view, while the optimality depends
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on cognition as a top-down knowledge-based approach from the macroscopic point of view.
In dynamic locomotion, the generated movement has to have an objective. According to
Pfeifer, cognition, embodiment structure, and the locomotion generator should be integrated
when developing a reliable neurobiological locomotion model [218]. By incorporating cog-
nition into the model, it becomes possible to advance from sensory-response systems to a
more sophisticated interpretative response system that can navigate dynamic environments.
Therefore, I propose a neuro-cognitive model for multi-legged locomotion that integrates
strongly with both external and internal S.I. By considering interdisciplinary studies, I de-
velop a cognitive model useful from lower-level until higher-level controller, from short-term
to long-term adaptation. It realizes the seamless integration from multi-modal sensing, eco-
logical perception and cognition through the coordination of interoceptive and exterocep-
tive sensory information. A cognitive model can be discussed from three different scopes:
micro-, meso-, and macro-scopic corresponding to sensing, perception, cognition, in short-,
medium-, and long-term adaptation related to neuroscience and ecological psychology. Ba-
sically, the multi-legged locomotion requires the intelligent functions of 1) attention module,
2) an adaptive locomotion control module, 3) an Object recognition module, 4) an environ-
mental map building module, and 5) an optimal motion planning module, and the proposed
neuro-cognitive model integrates the above intelligent functions from the multi-scopic point
of view. The flow diagram of the problem statement to the methodology can be seen in Fig.
1.1.

Robot behavior in ecological scale Behavior generation implies understanding of percep-
tion, action, cognition. They must identify properties of the environment that define what is
perceived, acted, and known. It indicates the individual behavior and environment is insep-
arable. In ecological psychology, this integration is not represented by the physical science.
The integration behavior and environment has different representation in different individ-
uals. The behavior is respected with what the sense organs of individuals perceive to the
environment that can not detect the physical information directly. However, the perceptual
systems still can recognize a certain range and events, tends to perceive the changes, process,
events, and sequence of event rather than the level of time. It implies scaled-based perception
of individuals. Human can recognize the moving trajectory of animal in large scale area and
detect the change of movement of animal in small scale [87].

In behavior-related descriptions is defined at ecological scale, begin with substance, sur-
faces, places, objects, and events [87]. The substance influences to the characteristic proper-
ties of the surfaces, key aspect where the leg should step on. Object and Place is the extension
of surface, while events is related with the temporal time. In macroscopic scale, the behavior
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Figure 1.1: The structure of the dissertation
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represented as the movement planning decided by some intention and situation. In micro-
scopic, it tend to focus on how the to manage the movement of muscle or actuator. Here,
the systems in mesoscopic scale has important role integrate between more microscopic and
macroscopic scale [229]. In this case, the behavior provision, such as speed and moving
direction can be defined at mesoscopic scale. This mesoscopic approach is also used for
conceptualizing the functionality of organism [26].

This integration between embodiment and environmental defined in ecological scale
might be an alternative strategy to decrease the complexity in developing integration be-
tween robot behavior and environment properties. However this is still challenging to realize
in robotics behavior.

Cognitive Science and Multi-scopic Processing From the viewpoint of cognitive science,
the human dynamic locomotion is realized by the simultaneous integration based on adapt-
ability and optimality. The adaptability depends on the real-time perception as a bottom-up
learning-based approach from the microscopic point of view, while the optimality depends
on cognition as a top-down knowledge-based approach from the macroscopic point of view.
I behavior generation, optimality implies how to evolve to form efficient behavior by con-
sidering the aspects of costs and benefits [213]. For example, lower-level processing can
strongly integrate sensory input and embodiment structure from the microscopic point of
view deals. Higher-level processing can conduct motion planning, behavior generation, and
knowledge building from the macroscopic point of view. In addition, the cognitive process-
ing module can integrate these two processing at the mesoscopic level. Artificial Intelligence
and Macroscopic Processing Various types of methods on artificial Intelligence have been
applied to robotics from the macroscopic point of view. Especially, path planning and map
building. In robot locomotion, map building and path planning has strong relationship in
higher-level processing which has general characteristic. Map building can be represented
by a topological map that represents the possibility of movement and its cost. It is become
important input for path planning to generate appropriate action. In multiscopic level, path
planning generate general action such as speed and direction of movement.

Neuro-science and Microscopic Processing Sensory-motor coordination such as spinal
tracts, central pattern generators (CPG), muscle synergies, and afferent feedback is important
to discuss adaptability in biologically inspired robotic. Here the sensorimotor coordination
implies a coupling mechanism between sensory process and action generation in microscopic
point of view. In legged locomotion, research of sensorimotor coordination draws together
numerous underlying principles, but it is still unclear how these principles are integrated into
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animal motor control. It is, therefore, essential to analyze their natural integration. Animals
have a complex neuronal structure for generating dynamic locomotion. The basic locomotion
pattern is generated by central pattern generator (CPG) in the spinal cord. From there, the
pattern stimulates other neural pools towards muscle synergies [34, 205, 239]. This spinal
reflex process contributes to the overall movement pattern, muscle activation, and the mod-
ulation of CPG. Biologically-inspired models for generating locomotion include those with
central pattern generator [121, 304, 315, 244], and may include muscle models as the target
actuator [80]. However, it is difficult for the above models to generate dynamic locomotion
faithful to that of humans or other animals. In order to realize the dynamic locomotion, it is
important to observe how a human or animal realize dynamic locomotion behaviors from the
multiscopic point of view.

Cognitive Psychology and Multiscopic Processing The cognitive psychology is the field
of psychology that analyze the process of human thinking, such as perception, attention,
action, learning, and planning from the lower-level of adaptive processing to higher-level
of intelligent processing. Each process has its unique characteristics. Lower cognitive pro-
cesses arise naturally with lower levels of consciousness, whereas higher cognitive processes
actively exercise mental tasks with intention. Such kind of process implies multiscopic pro-
cessing that integrates lower- and higher -level processing. Various cognitive architectures
have been proposed in the cognitive science until now, but it is difficult for robotic re-
searchers to apply such cognitive models to deal with adaptability and optimality simultane-
ously in real dynamic environments because most of them only explain the information flow
of human cognitive behaviors in the conceptual level, and the methodology to implement
functions like human cognitive behaviors is not described in detail. Some researchers de-
veloped integration methods of the perceptual system and behavioral system. Some of them
used a vision sensor combined with a control system to detect an obstacle for generating ap-
propriate robot behavior [115]. However, most of the locomotion and perceptional systems
were separately developed. They built a perception model for obstacle avoidance and used
its output (movement plan) as the input of the locomotion model. They implemented their
approach in a legged robot [24, 265]. Barron et al. [18] developed perception-based loco-
motion implemented in a hexapod robot. They used visual information from the perception
model to provide feedback in obstacle avoidance and target tracking behaviors. The percep-
tual model may be used for motion planning that generates the location of footsteps. Thus,
trajectory-based locomotion generates stepping movement in certain leg [145, 327]. It is also
used for affordance-based perception [65]. In bio-inspired locomotion, currently, the motion
controller does not reach the short-term adaptation. It only controls the movement plan based
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on cognitive processes [264, 266, 92]. Xiong et al. [314] proposed a short-term adaptation
model in a legged robot. They considered only internal sensory feedback. However, human
or animal movement does not require exact planning, it may be generated online as a conse-
quence of elementary behaviors of steering and obstacle avoidance [64]. Therefore, realizing
multiscopic processing implies seamless integration is essential to achieve adaptability and
optimality in dynamic environmental condition.

1.1 Problems statement

1.1.1 The important of multi-legged robot in real world application

Robots have different structures for different purposes [77]. Arm-like robots feature in
industrial contexts for performing hand-like functions. Multi-legged robots with a wheeled
base are often used in social and entertainment contexts. Likewise, robots with legs have
an advantage on rough terrain, making them suitable for disaster contexts and dynamic en-
vironment [20]. While, wheeled robot has more efficient and has higher speed on flat ter-
rain (see Table 1.1). However, from a broader perspective, legged robots are more versatile
than wheeled robots simply because less than half of the world’s terrain can be accessed on
wheels. Furthermore, Quadruped robot has larger coverage area and higher prospect if its
movement and energy efficiency can be improved [35].

Table 1.1: Comparison between wheeled and legged robot

Criterion Wheeled Legged Wheeled-legged
Speed maneuvering High Low Medium

Obstacle crossing capability Low High Medium
Step climbing capability Low High High
Walking on soft terrain Low Medium Medium

Walking capability on uneven terrain Low High High
Energy efficiency High Low Medium

Mechanical complexity Low High High
Control complexity Low High High

Adaptation capability Low High High
Adaptation capability Medium Low Low

Coverage Area Smaller Larger Larger

Current legged robot has disadvantage on the movement efficiency and its adaptation ca-
pabilities. Higher (task) level control operates by assembling goal pursuit dynamics from ef-
ficient behavioral primitives remain as outstanding challenges [111]. Robots’ ability to move

6



CHAPTER 1. INTRODUCTION

in dynamic environments is strongly required, making it a challenge today for robot loco-
motion developers. From the table 1 information, some researchers try to improve efficient
movement and adaptation capabilities by developing dynamic locomotion behavior.

1.1.2 The issue of legged robot locomotion in the adaptability and opti-
mality to dynamic environment

The human dynamic locomotion is realized by the simultaneous integration based on
adaptability and optimality, implies seamless integration from sensing, perception, cogni-
tion, and behavior generation. Researchers often impose constraints in order to simplify the
integration that may limit how much dynamic integration can be achieved. Various cognitive
architectures have been proposed in the cognitive science until now, but it is difficult for
robotic researchers to apply such cognitive models to deal with adaptability and optimality
simultaneously in real dynamic environments because most of them only explain the infor-
mation flow of human cognitive behaviors in the conceptual level, and the methodology to
implement functions like human cognitive behaviors is not described in detail.

Some researchers developed the integration of the perceptual system and motion behav-
ior. Some of them used vision sensor combined with a control system to detect an obsta-
cle for generating appropriate robot behavior [115]. However, most of the locomotion and
perceptional systems were separately developed. They built a perception model for obsta-
cle avoidance and used its output (movement plan) as the input of the locomotion model.
They implemented their approach in a legged robot [24, 265]. Barron et al. [18] developed
perception-based locomotion implemented in a hexapod robot. They used visual information
from the perception model to provide feedback in obstacle avoidance and target tracking
behaviors.

The perceptual model may be used for motion planning that generates the location of
footsteps. Thus, trajectory-based locomotion generates stepping movement in certain leg [145,
327]. It is also used for affordance-based perception [65]. In bio-inspired locomotion, cur-
rently, the motion controller does not reach the short term adaptation. It only controls the
movement plan based on cognitive processes [264, 266, 92]. Xiong et al. [314] proposed a
short term adaptation model in a legged robot. They consider only internal sensory feedback.

However, human or animal movement does not require exact planning, it may be gen-
erated online as a consequence of elementary behaviors of steering and obstacle avoid-
ance [64]. In the current models, the perceptual information is used to control higher-level
motion planning, such as path planning or walking plan generation. Therefore, I aim to real-
ize the seamless integration to achieve adaptability and optimality in dynamic environmental
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condition.

1.1.3 Legged robot locomotion from human or animal principle

Legged locomotion research draws together numerous underlying principles, but it is
still unclear how these principles are integrated into animal motor control. It is, therefore,
essential to analyze their natural integration. Animals have a complex neuron structure for
generating locomotion. The basic locomotion pattern is generated by central pattern gener-
ator (CPG) in the spinal cord. From there, the pattern stimulates other neural pools towards
muscle synergies [34, 205, 239]. This spinal reflex process contributes to the overall move-
ment pattern, muscle activation, and the modulation of CPG. Biology-inspired models for
generating locomotion include those with central pattern generator [121, 304, 315, 244],
and may include muscle models as the target actuator [80]. However, current models still
have not achieved dynamic locomotion faithful to that of humans or other animals.

1.1.4 The needs of strong integration between internal and external
sensory information implies strong integration between cognitive
information and locomotion generator

In the human viewpoint, the locomotion system involves sensorimotor coordination,
which smoothly combines internal and external sensory information (S.I.) to produce ag-
ile locomotion behaviors. The exteroceptive process plays a role in directly controlling the
joints to avoid the obstacle. Integrating the sensory information can be difficult when cogni-
tion is implemented separately from the locomotion generator. In current models of legged
robot locomotion, most researchers consider only interoceptive information when building
the locomotion generator. Some integrate locomotion and perceptional systems separately.
In these cases, external S.I. is not directly used in low-level motion planning, and internal
S.I. is not strongly affected in higher-level motion planning.

In current models of legged robot locomotion, most researchers consider only intero-
ceptive information when building the locomotion generator. Some integrate locomotion
and perceptional systems separately. In these cases, external S.I. is not directly used in
low-level motion planning, and internal S.I. is not strongly affected in higher-level mo-
tion planning. Existing systems that integrate perception and locomotion mostly deal with
foothold planning, which limits adaptation to the much longer timescale of whole footsteps
[101, 212, 308, 145, 50, 91, 112, 81]. While [301, 171] dealt with real-time obstacle avoid-
ance. Their system is unable to avoid obstacles that suddenly block a swinging limb. Re-
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searchers often impose constraints to simplify the integration of cognition and behavior gen-
erator, but this strategy may limit how much dynamic integration can be achieved.

Therefore, I proposed a neuro-cognitive model for multi-legged locomotion to realize the
seamless integration from multi-modal sensing, ecological perception and cognition through
the coordination of internal and external sensory information.

1.2 Motivation and Objectives

The main motivation of this thesis is to realize the seamless integration from multi-modal
sensing, ecological perception, and cognition through the coordination of interoceptive and
exteroceptive sensory information in multi-legged robot locomotion. In order to deal with
such kind of model, I need to consider the complexity of multi-modal system integration,
the architecture of the system, and the knowledge building. There are many cognitive mod-
els developed by robotics researchers; however, currently, there are no cognitive models
dealing with adaptability and optimality to dynamic environments and dealt with such sys-
tem integration. In this proposed thesis, I integrated interdisciplinary study from biological,
physiological, and robotics viewpoints. I use a multi-scopic approach to solve the complex-
ity of multi-modal system integration, a neuro-science and ecological psychology approach
to deal with proposed system architecture, and a Topological-based approach to deal with
knowledge building and external sensory processing.

The proposed cognitive model is discussed from three different scopes: micro-, meso-,
and macro-scopic, corresponding to sensing, perception, and cognition and short-, medium-,
and long-term of adaptation related with neuro science and ecological psychology.

At the microscopic level, I proposed the sensorimotor coordination model concept based
on the perceiving-acting cycle, which is a lower-level control system interacting directly with
the environment. I develop of attention model using topological structure by considering the
topological based approach. Next, I build the integration between attention and affordance in
moving behavior and integrating exteroceptive sensory information to lower level control of
locomotion generator in short-term adaptation, by considering neuroscience and ecological
psychology approach. Furthermore, I develop an efficient neural-based locomotion model
with sensorimotor coordination.

At the macroscopic level, I develop a higher-level controller and long-term adaptation. I
develop a cognitive map of the robot based on a topological-based approach, integrated with
embodiment of the robot. Furthermore, I develop dynamic path planning model based on
neuro-activity.

At the mesoscopic level, I develop the middle-layer system to integrate lower level and
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higher-level controller. I design localization and mapping models using topological-based
information. Next, by considering the neuro-musculoskeletal model, I build behavior coor-
dination for the omnidirectional movement controller. Furthermore, to realize an efficient
learning model for neural-based locomotion models, I build a learning model using a tree
structure for neuron interconnection. Finally, to shows the effectiveness of the proposed sys-
tem Integration, I show its implementation for advanced application.

1.3 Knowledge Contribution

Based on the empirical observation series experimental evaluation, the proposed thesis’s
main contribution is developing a neuro-cognitive model for legged locomotion behavior. It
covers and integrates from the low-level controller to the high-level controller, from short-
term adaptation and long-term adaptation. Furthermore, there are detailed technical contri-
butions divided into three scope system, MiSc, MeSc, and MaSc. Those are explained as
follow:

1.3.1 Contribution in Microscopic level

Based on the experimental results, the contribution of the MiSc level can be treated in
three categories: 1) Development of attention model using topological structure, 2) Integra-
tion between attention and affordance in moving behavior, 3) Integration of exteroceptive
sensory information to lower level control of locomotion generator in short-term adaptation,
and 4) Efficient neural-based locomotion with sensorimotor coordination.

Development of attention model using topological structure Attention can be rep-
resented by any parameter, depending on the data processed. In our case, I use only time-
of-flight sensors for the external information; these generate 3D point-cloud data. I therefore
chose the topological map model for optimal data representation. However, in the existing
topological map building process offers no way to control node density in only a localized
area. Our contribution addresses that through a dynamic density topological map-building
process based on a growing neural gas. We put a strength parameter into every node to
indicate each node’s importance in the topological structure. This parameter will be defined
based on the segmentation process in the previous time. The experiment in Section 3.1 shows
that the improved dynamic attention process can clarify obstacles in front of the robot by in-
creasing the number of nodes.
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Other topological generator systems such as Self-Organizing Map (SOM), Growing Cell
Structure (GCS), Neural Gas (N.G.), cannot increase node density in localized areas. There-
fore, they need to increase the node density over the entire map in order to clarify even
localized objects. [139, 75, 74]. Compared with other multi-density topological maps, such
as multi-layer growing neural gas (ML-GNG) [285], our improved system may decrease
the processing time by as much as 70 percent (ML-GNG = 3.1567× 10−4 s, DD-GNG =
1.0255× 10−4 ). The localized attention-focusing process has also been proven to decrease
the computational cost.

Building the integration between attention and affordance When affordance and
attention are strongly integrated, affordance can be perceived with high accuracy. From the
experimental results, the attention controller provides the topological structure information
to the affordance detector. Then the affordance detector will interpret the environmental in-
formation by calculating the normal surface vectors. When the normal vectors indicate a sus-
pected obstacle, the attention controller will increase the node density, hence the suspected
area’s information density. We can reduce computational overhead by reducing the raw data
points (from the 3D point-cloud) to a triangulated mesh, which then serves as a topological
map structure. The attention controller also automatically increases the node density when it
is needed to clarify suspected objects. This mechanism is efficient for cognitive processing
since only important information is processed. In contrast with existing methods [132, 81],
our affordance detection can be 10 times faster, in comparison with the 1.36 ms required by
[81].

integration of exteroceptive sensory information to lower-level control of locomo-
tion generator in short-term adaptation From the experiment conducted, we can prove
that our improved system integrates exteroceptive sensory information and low-level control
of the locomotion generator. The system can, therefore respond to environmental changes in
every time cycle. Existing systems that integrate perception and locomotion mostly deal with
foothold planning, which limits adaptation to the much longer timescale of whole footsteps
[101, 212, 308, 145, 50, 91, 112, 81]. While [301, 171] dealt with real-time obstacle avoid-
ance. Their system is unable to cope with obstacles that suddenly block an already-swinging
limb. Our proposed system has the advantage of controlling the locomotion in every time-
cycle, which has been proved in several experiments avoiding sudden unknown obstacles.

Efficient neural-based locomotion with sensorimotor coordination In this part, we
build a robust CPG model with an efficient structure that can generate various gait patterns.
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It’s integrated with sensory feedback that substantially impacts the CPG-modulation output.
I also considering dynamic sensorimotor integration to compensate leg injuries at multiple
speeds.

1.3.2 Contribution in Macroscopic system

The contribution in this system is in the higher-level controller and long term adaptation.
We develop a topological-based cognitive map of the robot, integrated with the embodiment
of the robot. Therefore, the cognitive map of each individual may be different.

Furthermore, we develop neuro-activity-based path planning that integrated with robot
embodiment. We create a new model of dynamic path planning based on neuronal activity.
A 4-legged robot is applied to prove the effectiveness of the proposed path planning model.
The proposed model is expected to be online generated with obstacle avoidance and applied
with unpredictable travel costs. These advantages do not exist in the current state-of-the-art
research. Nevertheless, an integrated system is required for supporting the proposed model.
The proposed model’s main contribution is to use the human brain’s natural mechanism to
generate online path planning in 3-D rough terrain with unpredictable travel costs. The pro-
posed model emphasizes the inner state process of the neuron and the development process
of the neurons in the brain.

1.3.3 Contribution in Mesoscopic system

The contribution in this system is mainly on integration between higher level and lower
level controller, which is classified into 1) Localization model using the topological map as
input, 2) Omni directional behavior controller, 3) Building learning strategy using tree struc-
ture for neuron interconnection 4) System Integration and its implementation for advance
application.

Localization model using topological map We proposed a real-time and continuous
map building algorithm using the topological structure as an input. The topological structure
is composed of 3D vector positions of nodes, edges, and 3D surface vectors of nodes gen-
erated from growing neural gas. By using this model, the number of data representations of
the map can be decreased.

Behavior coordination for omni-directional movement This section contributes to
developing the learning strategy to develop an omnidirectional controller to convert the
higher-level information (speed, direction) to the lower-level controller (limit cycle signal).
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Most of the limit cycle development only considers the speed in unidirectional walking
[107, 61, 97]. Endo et al developed adjusted walking velocity for neural oscillator based
locomotion. However, the range of adjusted velocity is small [61]. In 2008, Manoonpong
et al developed neural-based locomotion to generate omnidirectional movement in any type
of legged robot. The proposed model can easily be adapted to control other walking ma-
chines without changing the internal network structure and its parameters. This model also
can produce at least 11 different walking patterns and a self-protective reflex by using five
input neurons [175]. Therefore, in this thesis, we proposed a dynamic structure model in the
neural oscillator-based locomotion and learning model to generate unscaled omnidirectional
movement in biped robots. Proposed omnidirectional walking cover combined 180 degrees
in horizontal walking direction and turning walking level.

Building learning model using tree structure for neuron interconnection Overall,
based on the experiments’ validation, the contributions can be listed as follows: 1) using a
tree structure based optimization strategy that can simplify the representation of the sensory-
motor interconnection structure model. 2) using proposed a novel Bacterial Programming for
optimizing the complex structure of the neural-based locomotion model. 3) Other novelties
are regarding the initial population generation and the gene transfer operation in B.P.

Implementation in the challenging terrain The vertical ladder is the most challeng-
ing in these current issues in legged robot. However, Most researchers did not consider the
movement transition between horizontal and vertical movements. The locomotion model
was performed separately. Realizing the transitional movement to upper stair from the verti-
cal ladder without handrail was the new problem [7]. Thus, a unique behavior is required to
pass this challenge. In order to overcome that problem, we proposed a novel behavior that
able to move from horizontal to vertical movement and transition to horizontal movement
in the upper stair. We develop posture and swinging behavior that autonomously generated
depending on the environmental condition.
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1.4 Thesis Structure

This thesis is organized based on the multi-scopic viewpoint shown in Fig. 1.2. Chapter
1 explains the social background leading to this thesis research objectives. The main contri-
bution of the research is also discussed and highlighted in this chapter.

Chapter 2 introduces behavior coordination for multi-legged robots to understand better
the challenges reflected in this thesis. Next, I explain the study on locomotion control from
conventional control theory to biologically-inspired control methods in neuroscience and
cognitive science. Furthermore, I review well-established find-ings regarding the cognitive
process from interoceptive and exteroceptive sensory information to motion control in human
behaviors. In addition, the background concept of multi-scopic adaptation is discussed in this
chapter.

Chapter 3 proposed the sensorimotor coordination model based on the perceiving-acting
cycle at the microscopic level, a lower-level control system interacting directly with the en-
vironment. The sensory-motor coordination model comprises 1) attention mechanism mod-
ule that controls the topological structure of 3D point cloud information by using Dynamic
Density Growing Neural Gas (DD-GNG). DD-GNG can control the density of topological
structures in specific area based on the attention, 2) object affordance detection module for
the direct perception to generally identify the environmental condition based on the physical
embodiment, 3) neural based locomotion module that generates dynamic gait patterns by in-
tegrating with sensorimotor coordination. The proposed model has been optimized through
a learning process in the computer simulation beforehand. The locomotion ability of real
multi-legged robot and the leg malfunction tests are demonstrated in the experiments by sev-
eral different terrains. The experimental results show that a smooth gait-pattern transition
could be generated during sudden leg malfunction.

Chapter 4 proposed the method of building environmental knowledge by using the topo-
logical structure-based map reconstruction. Next, we proposed an optimal path planning
method on the constructed map. Experimental results show that the proposed method can
extract environmental features for multi-legged robots and build environmental knowledge
for optimal path planning.

Chapter 5 proposed a neuro-cognitive model that integrates the sensory-motor coordina-
tion model with environmental knowledge as a cognitive map using the bot-tom-up facial
environmental information and top-down map information. The cognitive map is used to
recognize a current facing situation by the topological structure information from a lower
level, composed as a 3D vector position of nodes, edges, and 3D surface vectors of nodes.
The robot generates intention towards the final goal from the macroscopic level. Further-
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Figure 1.2: The structure of the dissertation

more, the learning process to integrate the relationship between the macroscopic level of
behavior commands and locomotion performance is developed as well. The proposed model
has been tested for omnidirectional movement in biped and quadruped robot. Furthermore,
the proposed neuro-cognitive model has also been implemented for robot climbing behavior,
performing a horizontal-vertical-horizontal movement.

Concluding remarks are summarized in Chapter 6. The experimental results on the multi-
legged robot locomotion with the proposed neuro-cognitive model are discussed from the
multi-scopic point of view. Finally, I discuss several future research directions in the inter-
disciplinary study on cognitive science and ecological psychology.
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Chapter 2

Locomotion Model in Legged Robot,
Advantage, and General Issue

Robots technology has been implemented in many fields of our life. They have become
necessary to ease human tasks in many contexts such as industrial, military, entertainment,
and disaster settings. Robots have different structures for different purposes. Arm-like robots
feature in industrial contexts for performing hand-like functions. Humanoid robots with a
wheeled base are often used in social and entertainment contexts. Likewise, robots with legs
have an advantage on rough terrain, making them suitable for military and disaster contexts.
Some researchers use tank model robots for disaster problems and navigation in dangerous
areas [322], while other researchers build a robot partner to support elderly people [324].
Furthermore, some researchers use humanoid robots for dangerous areas and rescuing hu-
mans [300]. Honda produced the biped robot “ASIMO” that can serve people in their social
life. DARPA developed a legged robot for military service. Nevertheless, the legged robot
is a suitable robot in many fields: it can be applied for social life [241], rescue [322], [300],
military purposes, or entertainment (Soccer Robot, Dancing Robot) [257], [252]. From a
broader perspective, legged robots are more versatile than wheeled robots simply because
less than half of the worlds terrain can be accessed on wheels. Therefore, it is important to
improve the development of legged robots.

There are currently many varieties of legged robot exhibiting inspired designs and per-
formance. Boston Dynamics has built many quadruped robots that have excellent capability
on rough terrain. Quadruped robots developed at Waseda University have also demonstrated
performance on rough terrain and in ladder-climbing. Their movement, however, seems slow
compared with existing quadruped robots. Most legged robot researchers implement biologi-
cal structures of quadruped animals to benefit from the animals performance. MIT, for exam-
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ple, has built a Cheetah-like robot that moves at high speed [118]. BigDog [223], Spotmini
[4], HyQ [267], and Laikago [274] are inspired by dogs. They show flexibility of omni-
directional movement on natural terrain. BigDog walks with a dynamically balanced trot
gait. It balances using an estimate lateral velocity and acceleration, determined from the
sensed behavior the legs during stance combined with the inertial sensors. BigDogs control
system coordinates the kinematics and ground reaction forces of the robot while respond-
ing to basic postural commands. The control distributes load amongst the legs to optimize
their load carrying ability. The vertical loading across the limbs is kept as equal as possible
while individual legs are encouraged to generate ground reactions directed toward the hips,
thus lowering required joint torques and actuator efforts [223, 313]. Ijspeert et al. took their
inspiration from salamanders [49]. Animal-inspired robots, however, draw their mobility ca-
pabilities from the animals that they are designed after. In contrast to dogs and salamanders,
cats are able to climb as well as walk, run and leap over rough terrain.

Robot technology has been implemented in many fields of our life, such as entertainment,
security, rescue, rehabilitation, social life, and the military. Most researchers build robots
for particular purposes. Some researchers use tank model robots for disaster problems and
navigation in dangerous areas [322], while other researchers build a robot partner to support
elderly people [324]. Furthermore, some researchers use humanoid robots for dangerous
areas and rescuing humans [300]. Honda produced the humanoid robot “ASIMO” that can
serve people in their social life. DARPA developed a humanoid robot for military service.
Nevertheless, the humanoid biped robot is a suitable robot in many fields: it can be applied
for social life [241], rescue [322], [300], military purposes, or entertainment (Soccer Robot,
Dancing Robot) [257], [252]. Therefore, it is important to improve the development of legged
robots capabilities.

2.1 Current Issue in Locomotion Behavior

Robotic locomotion behavior is one of the important functions of the robotic device that
helps the platform in traversing rough terrain; moving and interacting in human environ-
ment. Although wheeled locomotion is very common, foolproof, energy efficient and easily
controllable; there are other motion alternativesare also available such as legged motion in-
cluding Bipedal, Quadrapedal, Hexapedal, and soon. Track belt, walking, running, hopping,
swimming, slithering, brachiating, etc are the other behavior forms used in locomotion be-
havior.

Some researcher used nature principle as the basic of locomotion which can be seen in
Fig. 2.1. In this part, we separate the locomotion model into 3 parts, which are, trajectory
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Figure 2.1: Nature based locomotion principles [2]

based locomotion, limit cycle based locomotion, and passive locomotion.
The locomotion generator, as its name suggests, generates the movement behavior appro-

priate to particular conditions. There are many models for legged-robot locomotion. Most
researchers implement trajectory-based locomotion for its simplicity; this has been done
in bipedal [174, 330, 195, 260, 133, 253, 308][141][178, 329, 184], and hexapodal robots
[219, 335]. Trajectory-based models control the motion planning in Cartesian coordinates us-
ing polynomial equations or Bzier curves [174]. Other researchers use center-of-gravitybased
trajectory generation for quadrupedal robots [308, 178]. These center-of-gravity trajectory
models have been successfully implemented for complex terrain. However, this approach
has proven lacking on dynamic locomotion behavior. The trajectory-based approach needs
to plan scenario motion planning in advance, and requires extensive parameter-tuning.

2.1.1 Integration of Perception and Locomotion Behavior

In the integration locomotion behavior and perception process, researchers have used dif-
ferent sensors and different strategies. LittleDog [140] used stereo-vision to build the terrain
model for the space in front of the robot. Then, it performs footstep planning for the next
stepping movement [141]. Other researchers have done similar work in perception strategy
[52] [79]. Havoutis et al. used an RGBD camera to perceive environmental conditions. Their
robot then generates a motion pattern and undertakes foothold planning [101]. Their subse-
quent work continues on to advanced implementation, such as stair-climbing [308]. The MIT
Cheetah robot performs impressively while running and jumping to avoid an obstacle [212].
This robot uses LRF sensors to detect upcoming obstacles, and identifies them using an it-
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erative end-point fitting (IEPF) algorithm. Once an obstacle is perceived, the robot prepares
the jump by controlling speed.

Manchester et al., used more complex external sensors such as vision, laser, and radar
sensors. Their robot builds a terrain map model and then generates a sequence of footstep lo-
cations and associated joint trajectories. The perception is only effective on slow timescales.
The footstep planning is updated in every footstep [174]. The high-rate timescale is used only
for internal sensory response. Many researchers also conducted footstep planning, updated at
every footstep, in both bipedal [50] [173] [145] and hexapodal robots [24]. Taking a different
approach, Hoffmann et al. use a closed-loop strategy for perception and action. They devel-
oped interaction between the robots embodiment and its environmental context. The robot
adjusts its gait or speed when environmental changes are detected [109]. In this work, the
robot reconstructs its map before generating motion plans that address only high-level mo-
tion (speed, step length, step height). Next, the stability model controls the low-level motion.
The external sensory information is hence not directly used in low-level motion planning. In
our proposal, the cognitive model plays a role in the lower-level locomotion model. Using
external sensory information and a laser sensor costs less to detect object shapes, than using
a vision sensor.

2.1.2 Bio-inspired model as a alternative model for achieving dynamics

A major problem in legged robot locomotion is the dynamism to the environmental con-
dition. It is difficult for the robot to keep the respond in different kind of condition. Therefore
a dynamic locomotion system is required for the humanoid robot to be able to move on differ-
ent ground surfaces and different slope terrains. A human-like locomotion model is desired
for solving the above problems. As naturally evolved, the human locomotion process is the
best model generating efficient movement and energy which has been optimized genetically.
Because of that, several researchers tried to imitate this natural process which is called bio-
inspired model. Besides, many researchers applied control based locomotion to achieving
instant desired performance. In control based locomotion, joint angle values are commanded
according to the trajectory scenario in Cartesian level. Therefore this locomotion model tends
to control the desired joint angle instead of decreasing the required energy in its movement
generation, where, in reality, joint positions are not commanded in natural locomotion.

In our previous research, we dealt with conventional trajectory generation that used
zero moment point and the inverted pendulum approach [257], [252], [325]. Yoshida et
al. implemented the double inverted pendulum for the balancing system in their humanoid
robot [325]. Kim et al. also used a conventional approach for development of the HUBO
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robot: they applied a mathematical method to develop the trajectory generator in the robot [135].
Nevertheless, the conventional approach does not represent well human behavior during

locomotion. It also needs high mathematical complexity to realize the dynamic walking pat-
tern. Therefore, we propose locomotion, based on a biological approach, that represents the
human behavior system, and that can be stable and flexible, depending on the environmental
condition.

On the other hand, some researchers have tried other ways to develop dynamic loco-
motion patterns that can synchronize automatically with sensory feedback. They consider
natural processes to develop locomotion models from human and animal gaits. Quadrupedal
animals can generate gait patterns (walk, pace, amble, trot, gallop) automatically, depend-
ing on the animals intentions and environmental conditions. The animals body structure
also regulates the gait pattern, which means every kind of animal has different gait efficien-
cies. Nakada et al. propose a neuromorphic locomotion model with a CMOS controller for
inter-limb coordination in quadrupedal robots [194], while other researchers propose central
pattern generation (CPG) for quadrupedal robot locomotion [119, 14, 186, 330, 277, 163].
Ijspeert et al. proposed CPGbased control of their salamander robot [119], which can transi-
tion dynamically from walking to swimming. Other researchers have developed integration
between CPG and ground reaction feedback to synchronize the gait with terrain conditions
[186]. Zhang et al., for example, designed a CPG-based controller for trotting [330]. CPG
gait generators can be implemented using a spiking neural network [63] or a recurrent neural
network [292]. Sun et al. used a decoupled neural CPG circuit for adaptive locomotion [277].
In our previous model, we combined the CPG with a Bzier curve model for efficiency. We
implemented our ideas in a small quadrupedal robot, but it showed limitations on handling
variant gait [244, 258]. The quadrupedal robot proposed in the present thesis will be imple-
mented as an efficient neural-based locomotion model using a single-rhythm generator-based
CPG model, and will include a reflex system for synchronizing with locomotion events.

2.2 Central Pattern Generation based Locomotion Gener-
ator

Researchers are pursuing the design of human-like and animal-like robots because of its
advantages. Some researchers have developed robots focusing on communication and social
skills. Nonetheless, it is also essential to develop locomotion as support to robots movements.
Conventional method [130, 253] with bottom-up model using planning-based development
is popular to realize robot locomotion. Researchers also considered interdisciplinary view-
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points, such as biological approach, in their works of robot locomotion. Bio-inspired models
with central pattern generation (CPG) locomotion have been proposed previously [121, 244]
for legged robot implementation. Some researchers implemented muscle model as target ac-
tuator for mimicking human or animal locomotion [80]. However, existing models have yet
to achieve dynamic locomotion as human or animal does. In this thesis, we proposed the
locomotion model for the quadruped robot by taking the benefit of the biological model in
quadruped animals.

The basic central pattern generation has been proposed previously by several researchers [181,
182, 235]. This model is generated by mutual inhibition between certain neurons. Each neu-
ron also acquires adaptation signal input. The rhythmic signal activity generated by the neu-
ral oscillator consists of two tonically excited neurons with the self-inhibition effect linked
reciprocally via an inhibitory connection. Matsuoka discusses various aspects of frequency
and pattern control: we can also generate different rhythm patterns by modifying parame-
ters [181, 182]. Rowat et al. proposed a coupled neural oscillator with self-rhythmic gen-
eration ability. In this model, each neuron generates the signal to its pair. He divided the
behavior pattern into six different types of neural oscillator [235].

The CPG can be used as alternative way to represent well human behavior during loco-
motion. The controller system in the brain has been proposed by Roy [236]: this is the basis
of how the brain controls locomotion. Locomotion models based on a biological approach
have been proposed by several researchers [119, 122, 279, 189, 197]. Before we applied lo-
comotion in a biped humanoid robot based on the neuro-biological approach, we studied the
locomotion system as adjusted by animal morphologies [59]. Four-legged animal locomotion
has been proposed by Ijspeert et al. They control animal locomotion by using a neural oscilla-
tor and also design the transition mechanism from swimming to walking [119], [122], [123].
Locomotion based on the central pattern generation (CPG) approach in four-legged animal
robots has been applied by several researchers [59]. Furthermore, CPG can also be applied
for malfunction compensation in six-legged robots [226].

2.2.1 Implementation on robotics locomotion

2.2.1.1 Biped Robot

A CPG has been implemented for biped robot locomotion, as proposed by several re-
searchers [279, 189, 197, 126]. Taga et al. used coupled neurons for generating the oscillated
signal to drive the joint. They dealt with a sensory feedback system to adapt to the envi-
ronmental conditions and created a mathematical model in order to acquire the feedback
calculation. Their proposed method is applied in computer simulation [279]. Another neuro-
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model of locomotion is presented by Matos et al., who proposed a CPG approach based on
phase oscillators for bipedal locomotion [180]. However, the ability to recover the distur-
bance is required. Ishiguro et al. also proposed the concept of a neural oscillator to realize
two-legged robot locomotion. This model is applied to control a three-dimensional biped
robot that is intrinsically unstable. They applied a feedback sensor to form dynamic locomo-
tion; however, the robot has a limited degree of freedom and is applied at simulation level
only [126]. In 2014, Nassour et al. proposed the locomotion model in the humanoid biped
robot: they extended the mathematical model of CPG and designed a multi-layered neuron
connection in order to control various models of walking [197], [196]. Nassours research
has good stability; however, the aim of our research is to improve the stability level of walk-
ing. In 2010, Park et al. designed a locomotion using an evolutionary optimized CPG. They
also proposed sensory feedback to support the walking model; however, they did not con-
sider a learning system for stability [211]. Other researchers have considered center of mass
(COM) for their locomotion, based on central pattern generation [113], [210]. They have not
considered however the stability of the learning system, or control to get various walking
patterns.

2.2.1.2 Quadruped Robot

Locomotive capacity is essential for movement in a dynamic environment; animals exem-
plify this, having to move efficiently to conduct their activities. Quadruped animals, specif-
ically, produce dynamic locomotion patterns ranging from walking to galloping. These pat-
terns are generated by CPG structures using sensory feedback and spinal reflexes [215].
Primitive CPG structures generate dynamic patterns even when sensory feedback and signal
commanding are absent [205]. In the last two decades, integrating neuroscience and robotic
locomotion has been considered as an alternative approach to dynamic locomotion. Many
researchers have proposed CPG concepts in the service of robot locomotion [326, 248, 122].
However, the question of the best way of controlling quadruped locomotion has yet to be
resolved.

Quadruped locomotion based on CPG is a part of various strategies for controlling speed
and direction. Some researchers have used mapping selection of the CPG network to generate
various gait patterns [242, 160, 230, 78, 330]. Our previous research used a generic locomo-
tion model that enabled the generation of various gaits using simple parameter changes made
by selecting designed coupling matrices. Sensory feedback affects the CPGs change-of-the-
state pace [230, 245]. Furthermore, we used an optimization model to identify the appropri-
ate CPG structure for the desired gait pattern [254]. Other researchers have also used CPG
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for pattern generation [161]. In [161], CPG generated a signal to stimulate a certain leg to
perform a stepping movement; the stepping pattern had been mapped beforehand. Kimura
et al. developed various CPG that were integrated with sensory feedback to generate torque
[136] and gait-pattern modulation [78]. However, CPG has been reconstructed as develop-
ment changes the individual body (e.g., infants to mature, frog) [283]. Generating different
gait patterns without abruptly reconstructing the network is still challenging: creating an ef-
ficient structure that can generate dynamic patterns and developing integration of sensory
feedback to establish swing timing have still not been achieved [122, 216].

In some cases, the spinal cord systems of humans and animals regulate locomotion
when a leg is injured, changing the role of sensory feedback within the locomotion network
[149, 233]. In the field of robotics, Ren et al. have considered the leg-injury compensation
in the hexapod robot using multiple chaotic CPG and a master-client strategy [227]. Some
researchers tend to use conventional approaches to solving leg malfunction problems in the
legged robots [153]. Still, conventional models need to consider many aspects, leading to
a high computational cost, and it has proven difficult to find the correct strategy for com-
pensating a broken leg using CPG in quadrupedal locomotion. Considering the sensorimotor
coordination mechanism is important for developing dynamic locomotion in cases of mal-
function.

This thesis responds to the current challenges facing developing CPG for quadruped lo-
comotion, presenting an efficient, robust CPG model that is dynamically integrated with sen-
sory feedback to generate various gaits while also considering leg malfunction compensation
without involving too many parameters. The model uses two sensorimotor-coordinationbased
mechanisms [233, 149]: 1) because sensory feedback is critical for adjusting CPG modu-
lation, proprioceptive signals from the leg force and swinging phases are integrated with
rhythm-generator neurons (RG) in the CPG; 2) because leg malfunction affects the integra-
tion of sensory feedback and RG, a neuron representing a certain injured leg sends a signal
and influences the effect of the sensory signal on RG.

2.2.2 CPG-based omni-directional movement controller

Omni-directional movement controller is current issue of bio-inspired locomotion model.
Omni directional locomotion model provides dynamic movement and ability to modify its
motion quickly to support the robot to move in dynamic environment [6]. Most of the limit
cycle development only consider speed in unidirectional walking [107, 61, 97]. Endo et al

developed adjusted walking velocity for neural oscillator based locomotion. However, range
of adjusted velocity is small [61]. In 2008, Manoonpong et al developed neural based lo-
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comotion in order to generate omnidirectional movement in any types of legged robot. The
proposed model can easily be adapted to control other kinds of walking machine without
changing the internal network structure and its parameters. This model also can produce at
least 11 different walking patterns and a self-protective reflex by using five input neurons
[175]. Therefore in this thesis, we proposed dynamic structure model in neural oscillator
based locomotion and learning model in order to generate unscaled omnidirectional move-
ment in biped robot.

In quadruped robot Matos et al, presented a methodology to modulate the CPGs param-
eters in different speed and orientation and reducing the control dimensionality [179].

2.2.3 Integration to Muscle based actuator

Locomotion principles have been proposed in terms of limbed element. However, it is
unclear how this principle works to regulate motor control in human or animal. Therefore,
analyzing natural integration is important to find the role of motor control. Human or animal
involves a complex architecture of the neurons to produce their locomotion. Basically, loco-
motion pattern is produced by CPG in spinal cord interconnected by other motor neural pools
to stimulate and synchronize with muscle synergies [34, 205, 239]. This spinal reflex has
a big contribution in movement pattern control, muscle stimulation, and CPG modulation.
Quadruped animal can demonstrate that CPG produces variations in gait patterns such as
walking, trotting, running, and galloping [215]. Spinal reflexes will incorporate mechanical
sensory information by alpha motoneurons bypassing central inputs into muscle activation.

Researchers have developed muscle-based model for both biped and quadruped robots.
They focused on the development of mechanical design based on the musculoskeletal model.
Some researchers developed musculoskeletal based actuator for their quadruped robot. They
also succeeded developing its stable locomotion [293, 317]. Other researchers focused on
locomotion control using musculoskeletal model. Toeda et al, have designed the locomotion
model of rats based on the CPG and the muscle model [289]. However, the model is still
far to be applied to robotics implementation. Besides, the development of both forelimb and
hindlimb muscle reflex model is still few. In this thesis, our contribution is development of
a muscle-based locomotion model inspired by cat musculoskeletal model. We are exploring
further the benefit of locomotion process in biological system for its application in dynamic
locomotion of legged robotics. It shows not only the locomotion performance in robotics but
also the mechanism of locomotion process in a cat.
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2.3 Embodiment, Cognition, locomotion for Dynamic Be-
havior

When we talk about a legged locomotion system, one of the most important words com-
ing to our mind is “dynamic”. Nowadays, a lot of researchers attempted to approach that word
in robot locomotion. An important question is what the indicators of a dynamic locomotion
should be. How far is a robot’s behavior able to imitate a human or animal’s behavior?

Human locomotion system is not limited only to motion generation. It integrates several
aspects such as stability, perception, sensing, and memorization. From the higher-level con-
trol through the actuator parameter generator to the movement behavior generation, there
is no exact parameter for commanding the movement. Researchers try to realize some con-
straints in order to simplify the integration of cognition and behavior generation. This strat-
egy may limit their dynamic integration. When the constraints are decreased the dynamic
level may be increased.

Nevertheless, an imitation model can be described from biological, mechanical, and cog-
nitive viewpoints. Some researchers consider the mechanical structure of animal [247] or hu-
man [259]. There are biologically inspired models, too [106]. Furthermore, there are models
considered from the cognitive viewpoint [312, 47]. This viewpoint depends on its implemen-
tation.

Human or animal movement will always consider sensory-motor coordination implying
the integration of sensory information and action realized by the motor neurons. The sen-
sory information will adaptively affect the motor action. In this implementation, sensory
information is composed of visual, vestibular, and somatosensory components. The action is
represented by the motor’s action generated by the brain and spinal cord. Vestibular, visual,
and somatosensory components are combined smoothly to produce a sense of orientation
and movement. This information is processed in the cerebellum, basal ganglia, and supple-
mentary motor areas. Somatosensory information has the fastest processing time for rapid
response, followed by the inputs from the visual and vestibular systems. When sensory infor-
mation from one system is inaccurate because of an injury, the central nervous system (CNS)
will combine information from the other two systems. This adaptation process is called sen-
sorimotor coordination [137].

Based on the information above, we may divide the sensory system into internal sensory
information (somatosensory and vestibular) and external sensory information (vision). Both
internal and external sensory information should be coordinated in order to perform a real
bio-inspired system. In fact, the visual system (external sensory information) influences the
musculoskeletal system in the body in coordination with the other sensory systems [72]. The
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separation between cognitive and locomotion model may limit their dynamic integration.
In order to consider a dynamic locomotion model, the generated movement has to have

an objective. According to Pfeifer, cognition, embodiment structure, and locomotion gener-
ator should be integrated for developing a reliable neurobiological locomotion model [218].
Thus, in order to develop a dynamic locomotion model, the cognitive model should also be
considered. It has to use not only internal sensory information but external sensory informa-
tion as well.

In order to realize the proposed model, it is important to look how human or animal
behavior works. We analyze the human cognitive-action model from the viewpoint of eco-
logical psychology. We propose neuro-cognitive locomotion that shows a strong integration
of cognition and locomotion. The proposed locomotion model covers the attention of exter-
nal sensory information, perception, and locomotion generation. We emphasize the attention
mechanism as the primary processing mechanism in our proposed locomotion model. On the
higher level, we developed behavior adaptation in three different terms, short term, medium
term, and long term as explained in Section 2.6.

2.3.1 Perception and Motion Integration

Some researchers developed the integration of the perceptual system and motion behav-
ior. Some of them used vision sensor combined with a control system to detect an obsta-
cle for generating appropriate robot behavior [115]. However, most of the locomotion and
perceptional systems were separately developed. They built a perception model for obsta-
cle avoidance and used its output (movement plan) as the input of the locomotion model.
They implemented their approach in a legged robot [24, 265]. Barron et al. [18] developed
perception-based locomotion implemented in a hexapod robot. They used visual information
from the perception model in central pattern generator (CPG) to provide feedback in obstacle
avoidance and target tracking behaviors.

The perceptual model may be used for motion planning that generates the location of
footsteps. Thus, trajectory-based locomotion generates stepping movement in certain leg [145,
327]. It is also used for affordance based perception [65]. In bio-inspired locomotion, cur-
rently, the motion controller does not reach the short term adaptation. It only controls the
movement plan based on cognitive processes [264, 266, 92]. Xiong et al. [314] proposed a
short term adaptation model in a legged robot. They consider only internal sensory feedback.
In our previous research, we reconstructed the environmental condition and control motion
planning by generating the walking plan in four-legged robots [44, 261].

Human movement does not require exact planning, it may be generated online as a con-
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sequence of elementary behaviors of steering and obstacle avoidance [64]. In the current
models, the perceptual information is used to control higher-level motion planning, such as
path planning or walking plan generation. In this thesis, we propose a cognitive model in-
tegrated with a neural-based motion generator that is able to perform in all term adaptation.
The perceptual information is not only processed in higher-level planning, but also in short
term adaptation. It can respond to some sudden upcoming obstacles during the swinging
process.

2.3.2 Gaze Attention for Bio-inspired Robotics

When we are walking through a free and safe area, our attention may not totally focus on
the way we are moving. Once we meet an obstacle or disturbance, our attention is increasing
or focusing on the obstacle. It is required for us to evaluate the obstacle for deciding the next
appropriate action intensely. Furthermore, when we are walking in unsafe environmental
condition or on uneven terrain, our attention will always strongly focus on the way. We
ensure carefully every stepping action generated. Therefore, this mechanism implies the local
perception may change the attention dynamically.

Gaze attention system using an image sensor was proposed by several researchers [128,
127]. It is inspired by neurobiological model and the behavior of the early primate visual
system. The review of image-based visual attention was provided in [73]. Ude et al. imple-
mented the attentional model in their humanoid robot [296]. The gaze concept in robotics
was implemented for mapping in robot soccer [138]. It was also implemented for select-
ing an appropriate object in robot manipulation problem [305]. Nevertheless, image infor-
mation requires deep processing for building object’s shape reconstruction in 3D. On the
other hand, point cloud data generated by depth sensor is more efficient to reconstruct in
3D [145, 29, 172]. There are many robots that effectively detect and recognize obstacles
using depth sensors [212, 99, 37]. The WAREC robot, for example, has a rotating laser
range-finder array for scanning the surrounding environment [99]. Since depth sensors are
limited in frequency rate, size, weight, and range, we propose a light-weight array of time-
of-flight sensors which alleviates these limitations. In our proposed model, 3D information is
essential to control the swinging of the leg. Therefore, we use 3D point cloud data generated
by the depth sensor as the input data.

The processing of the raw data of 3D point cloud requires a preliminary step to reduce
the computational cost. Topological map model is effective to represent the raw data with
smaller size [287, 237, 291]. The current topological map generation has to be improved with
the attentional system in order to clarify the detailed surface of some objects. In this thesis,
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we propose a dynamic density topological map building based on growing neural gas. The
intensity of nodes and edges can be dynamic depending on the attention area. Therefore, the
attention area can be better detailed and clarified due to be represented by a higher number
of nodes.

2.4 Integration from external sensory information to move-
ment commanding

There are a lot of locomotion principles in legged stuff proposed by researchers. But it
is still unclear how these principles are integrated with human or animal motor control. It is
therefore essential to analyze their natural integration. Human and animal have a complex
neuron structure for generating their locomotion. The locomotion pattern is basically gener-
ated by central pattern generation (CPG) in the spinal cord that is connected by other neural
pools to integrate with muscle synergies [34, 205, 239]. This spinal reflex contributes to
control of the movement pattern, muscle activation, and the modulation of CPG. Quadruped
animal shows that the function of CPG generates differences in gait patterns from walking,
trotting, pacing, and galloping [215]. Spinal reflexes are able to integrate the mechanical sen-
sory information to the muscle activation via alpha motoneurons bypassing central inputs.

Nevertheless, there are other reflexes effects to the motion generation, such as placing
reflex. It maintains body posture and supports its stability. The placing reflex manages the
information of tactile stimuli from the soles of the feet [66]. For example, when our leg is
stumbled by the stone during its swinging phase, the leg is lifted in reaction to avoid the
stone. Then it rapidly swings forward and stretches for supporting the body going to fall.
It has a similar reflex mechanism when we perceive a sudden obstacle and try to avoid it
before touched. However, this mechanism has a more complex integration that involves our
cognitive system. Therefore, in order to achieve dynamic locomotion, the role of cognitive
information should be considered.

2.4.1 Involving Information from Supraspinal Level to Motoneuron

In order to analyze the involvement of cognitive process in supraspinal level, some re-
searchers analyzed corticospinal tract in the animal. When there is no obstacle given, the
activity of corticospinal is low. When the obstacle is given during walking, the activity of
the corticospinal is high during swing phase [56]. The animal required to visually regulate
the limb trajectory for avoiding the obstacle or positioning on the safe location [214]. Fur-
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thermore, by analyzing the motor cortex in the limb, there is a significant increase of neuron
activity during high attention movement, such as in narrow way, rough terrain, avoiding ob-
stacle, especially during the swing phase that required high preciseness foot placement by
controlling the limb trajectory [232, 11, 12, 13, 21, 22, 23, 306]. Those studies and observa-
tions show the effect of visual information to the locomotion from motor cortical discharge.
Other examination has also been conducted by analyzing the activity of red nucleus neuron
in cat animals during performing walking. There is an increasing activity during stepping the
obstacle [151]. It shows that the red nucleus also affects the modifications of the pattern of
muscle activity. The red nucleus signal through rubrospinal tract primarily has functioned in
forelimb or upper limb, and has lower function from corticospinal tract [228, 154]. However,
the transformation process of visual information from occipitoparietal area into corticospinal
tract does not have clear regulation [298].

2.4.2 Mechanism of Motoneuron Commanding by Cognitive Informa-
tion During Obstacle Avoidance

In neuro-physiological studies, when facing the obstacle, there are several strategies gen-
erated depending on the kinesthetic of the environmental condition. Chu et al, analyzed the
behavior of cat avoiding obstacle during walking [46]. They analyzed that cats tend to change
the muscle activity without altering the locomotion pattern. This shows the effectivity of
neuro-motor process. Human also has similar behavior when facing the obstacle. He tends
to maintain the phase duration or locomotion pattern, and prefers to alter the muscle activ-
ity [64]. This strategy is supported with CPG model proposed by Rybak et al that shows
the mechanism of commanding the motoneuronal pools for controlling direct muscle and
bypassing the spinal neural network of rhythm generator [187, 239, 238]. In contrast, when
forced to step over the obstacle, human and cat tend to control the trajectory of swing as well
as its duration. From the inspection in cat locomotion, the stimulation from both red nucleus
and motor cortial effect to flexor muscle in the swing phase [228, 206].

2.5 Visualization technology and environmental map con-
struction method for locomotion guidance

In order to perform goal oriented movement, it is necessary to estimate the self-position
from the distance sensor mounted on the remote-controlled robot and construct a map. Such a
method of simultaneously performing map construction and self-position estimation is called
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Simultaneous Localization and Mapping (SLAM), and is one of the most basic techniques
for search and decision making in an unknown environment. Even in remote monitoring
using intelligent technology, map information is indispensable when the remote operator
operates the robot safely and when the robot autonomously moves in the environment, and
the accuracy is high. It is desirable to construct map information that is expensive and easy
for both operators and robots to recognize. Here, we will describe the conventional research
of the basic SLAM method and also explain the visualization method.

2.5.1 Simultaneous Localization and Mapping

Basically, the SLAM problem occurs when the robot cannot access the environment map
or identify its own position. In other words, if all the accurate measurement data z1 : t and the
control amount u1 : t up to the time t are given, the robot can easily construct the map and the
SLAM problem does not occur. Therefore, in SLAM, it is considered to be an important key
to appropriately estimate the boundary between the map data constructed by the robot and
the data in an unknown environment. Here, we first explain the formulation of the SLAM
problem from a probabilistic point of view [284]. In general, SLAM problems are divided
into the following two methods. One is an online SLAM that estimates only the posture xt at
the current time t.

The method for solving such SLAM problems is also roughly divided into two. One is a
map construction method based on the above-mentioned stochastic expression whose tech-
nology was established by Thrun et al. Various probabilistic methods have been proposed,
such as EKF-SLAM [147, 116] using the Extended Kalman Filter (EKF) and Graph SLAM
[129, 70, 134, 200, 27, 71] using the graph representation. There is. In EKF-SLAM, it is one
of the solutions to the online SLAM problem, and the feature map (landmark) represented
by the coordinate points is used as the map representation. In EKF-SLAM, a provisional
current position is estimated from the control amount at the current time, and based on the
position information, maximum likelihood estimation is used to construct the feature amount
measured at the current time and the features so far. This is a method of estimating the cur-
rent position by minimizing the error with the feature map The problem with EKF-SLAM
is that as the feature map is constructed, the amount of calculation for comparison between
the measured data and the feature map at the current time becomes enormous, and SLAM
in real time becomes difficult. There are things like putting it away. Graph SLAM is one
of the solutions of the complete SLAM method, and it is a method to perform SLAM of-
fline using all the data acquired up to the current time. Therefore, in Graph SLAM, all data
can be accessed, and the result of overall map construction is corrected each time data is
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added, making it possible to construct a highly accurate map. However, SLAM in real time
is difficult, and there are problems such as the need for a huge data space because all data
must be retained. The most successful example of the most successful two-dimensional map
construction at present is the Rao-Blackwellized Particle Filters (RBPF) SLAM proposed by
et al. Due to its robustness and high accuracy in various studies. It shows its effectiveness
[284, 129, 71, 38, 93]. However, in order to obtain highly accurate self-position estimation
results using this method, highly accurate odometry information is required. However, many
remote-controlled robots use a special mechanism, and it is often difficult to acquire highly
accurate odometry data from sensors such as encoders. In such cases, these probabilities It
is difficult to use a conventional method.

2.6 Proposed Multi-scopic Model for Locomotion

To dealt with the dynamism in robot locomotion, integration of several aspect should
be considered, external and internal sensory information, embodiment structure, cognitive
model, and locomotion generator. Separation of the model might limit the generated dynamic
behavior. Therefore, this proposed research is done by the multilateral interdisciplinary col-
laboration based on the integration of mechanical model, neuro-musculoskeletal approach to
modelling the flow of data information, ecological psychology approach to build some sys-
tems, and the multi-scale systems approach by computer scientists to classifying complex
system.

Developing multi integrated system increases the complexity exponentially. Dealing with
scaling segregation is one way to realize a model for a complex system. We, therefore, clas-
sify the system into three scope, microscopic level, mesoscopic level, and macroscopic level,
dealing with short term, mid term, and long term adaptation, respectively.

The whole-system model, shown in Fig. 2.2, represents neuro-cognitive locomotion sys-
tem which considers not only internal sensory information but external sensory information
as well. The diagrammed system integrates the cognitive model with behavior generation in
all three of short-, medium-, and long-term adaptation.

Microscopic level implies short-term adaptation involves the response to environmental
changes by controlling low-level signals. Leg swings are controlled directly, using both inter-
nal sensory information and also external perceptual information. Mesoscopic level implies
medium-term adaptation involves responding to environmental changes at each footstep by
changing the neural structure of the locomotion generator. The neural structure controls the
motion pattern depending on the walking provision (sagittal speed, coronal speed, and direc-
tion of motion) from a higher-level model (path planning). Medium-term adaptation entails
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an Intention–Situation (I–S) cycle: the intention behind the behavior is decided depending on
the situation. Furthermore, map reconstruction and localization based on topological struc-
ture will be developed to support the input of cognitive map in Macroscopic level. Macro-
scopic level long-term adaptation involves the model adapting by adjusting the intention
(movement planning) in response to environmental conditions. Building cognitive map will
be provided to inform possible coverage area of the robot. Then, it will be input of the motion
planning model.

Figure 2.2: Diagram of multi-scopic neuro-cognitive locomotion
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Chapter 3

Microscopic Adaptation in Locomotion
Behavior

In this chapter, I focus on microscopic level implies short-term adaptation system as
our novel contribution. The system diagram in microscopic level can be seen in Fig. 3.1
Short-term adaptation requires a direct response to detected changes in every time cycle. To
achieve this, I use point-cloud data from the external sensors. First, to reduce data represen-
tation overheads, I use the dynamic attention model (DD-GNG) explained in Section 3.1.1
to generate a topological map model in a neural gas network with a dynamic node density.
The network’s node density represents the degree of attention to corresponding regions. The
Dynamic Attention model outputs a 3×A matrix to represent the network’s nodes, and a
A×A matrix to represent its edges, where A is the number of nodes.

Figure 3.1: Diagram of microscopic level of neuro-cognitive model

After that, the dynamic attention matrices are interpreted by an Affordance Detection
(see Section 3.3.2) system. Detected objects are represented by a group of triangular planes
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whose size represents the degree of stepping precision. The Affordance Detection system
then outputs the size of each area, and an associated normal vector representing how safe
that area is. If a nonhomogeneous normal vector for any area, the Dynamic Attention system
increases the density of nodes there. For example, when the robot faces a suspected obstacle,
the topological structure in the suspected area becomes denser so that more information
will be collected for analysis. The Affordance result is processed also to detect objects for
medium-term adaptation. Affordance results will be considered by the path planning system
in the higher-level controller. Depending on the intention, motivation, and goal position given
by a human operator, the path planner sets an overall speed and direction.

In order to generate appropriate action and integrate the Affordance Detector with the lo-
comotion generator, I build an Affordance Effectivity Fit (AEF) process. The AEF determines
whether an object affects the robot’s immediate needs: when the object is close enough, The
AEF will interrupt and control the motor neural network (lower level), the degree of interrup-
tion, and the swing direction. Swing generation, from a coupled neural oscillator, controls
the angular velocities of joints in each leg. The stepping precision will be affected by the
intention of the controller for positioning the feet in the target area. In some conditions,
the AEF process will change the walking provision to encourage medium-term adaptation.
Details will be explained in Section 3.3.

3.1 Dynamic Attention Model of External S.I.

The development of robotic sensory systems is increasing significantly in recent years.
Robots are able to extract surrounding information from image data and/or point cloud data.
However, for building the environment map and also shaping objects, 3D point cloud data is
more efficient to be processed. Once facing the huge data, the process of the extraction may
have a problem in computational cost. Therefore, topological map structure is one of good
alternative for representing the raw data, in order to decrease the cost in the main process.

There are several topological structure generation model proposed by several researchers
[237, 142, 291, 199].I developed topological map building based on Adaptive resonance
theory (ART) [45, 44]. Toda el al, has built a real-time 3D topological map building using
growing neural gas (GNG). However, it is difficult to shape the detail object [287] and the
density of structure and number of nodes must be defined in advance. Therefore, I proposed
a method for dynamic density topological structure building based on growing neural gas
(DD-GNG) for specifying the detailed shape of an object in the attention area. The density
of nodes in the topological structure will increase when the proposed segmentation model
detects the speculated obstacle, while lesser nodes are generated (low density) in the safe
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area, such as a wall, flat terrain, and memorized objects.
I implemented the proposed DD-GNG on a 4-legged robot to detect a ladder in real-

time for validation. In disaster area or hazardous environments, vertical ladders are often
broken, fragile, and out of shape. Therefore, in order to perform ladder climbing, the robot
has to always pay attention to the grasping area of the ladder. It requires a real-time ladder
detection that able to continually track and estimate the position of rungs of the ladder.

Currently there are several researcher conducting ladder and stair detection, or object
detection using deep learning models [124], [185, 58]. [124] applied a Convolution Neural
network (CNN) for recognizing and localizing a staircase. The detection may failed if the
detected staircase is different from the training samples. VOxNet [185] is developed based
on CNN architecture integrating with a volumetric Occupancy Grid representation for object
detection from RGBD and LiDaR point clouds. These methods suffer from high computa-
tional cost.

Some researcher implemented ladder detection for supporting their behavior model. Vail-
lant and Yoneda implemented vertical ladder detection for climbing behavior on a biped
robot [297, 323]. The DRC-Hubo humanoid robot successfully performed the ladder climb-
ing in real world environment [169]. However, the authors did not mention the process of
ladder detection and I are uncertain if the robot continuously detects the ladder during move-
ment or just one time detection before the move. Zhang et. al. [332] presented a planning
strategy for the humanoid robot Hubo-II+ to generate multi-limbed locomotion sequences
automatically for a given specification of a ladder. The proposed work is validated in simu-
lation only and real-world implementation remained a concern.

The development of ladder observation has been proposed by several researchers [43,
96, 60]. Chen et. al. [43] developed a system to fuse vision and laser point cloud data for
tracking ladder in 3D. The proposed work was validated in a humanoid robot ATLAS in
the DARPA Robotics Challenge. However, if the tracking error is large, the visual tracker
cannot be recovered and thus lead to tracking failure. In [96], the authors apply RANSAC
algorithm with voxel grid filter to determine the ladder and its rung from 3D point clouds
and represent them in lines. The method is suffer of high computational cost. Anna [60]
implemented a supervised learning algorithm that trains a Markov random field (MRF) to
segment 3D point clouds for detecting support surfaces of climbable structures such ladder.
However, this system requires a pre-training process.. [287, 208, 10] proposed a GNG for
generated topological map. The proposed method works well for time series 3D point cloud
data by providing a rough segmentation. However, the work is unable to generate details
topological structure of objects such as a ladder without providing safe and unsafe grasping.

The contribution of this section are i) a real time ladder detection method is developed for
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detecting and tracking rungs of a ladder from 3D point cloud data, meanwhile continuously
tracking and updating the rungs condition and position with low computational cost; ii) the
density of structure generated by the proposed method is continuously changing for adapting
the speculated objects.

3.1.1 Dynamic Density Growing Neural Gas

Attention can often represent an animal’s movement intentions. When intending to go
straight ahead, the animal focuses in front, ready to react to suspected obstacles. On detecting
an obstacle, attention is redirected to analyze the suspected obstacle in detail. If the obstacle
is deemed harmless, the attention is moved away [42].

(a)

(b)

Figure 3.2: Design of the 3D point-cloud sensor

Our proposed model realizes the above attention mechanism for robot movement, imple-
menting attention in the dynamic density of a growing neural gas. The gas density manifests
in the number and distribution of nodes and edges throughout the space. The attention pro-
cess entails controlling the density of data representation to focus on specific attention areas,
being circles of a particular radius, centered on a suspected node. I use four Pico Flexx
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time-of-flight sensors, developed by PMD technologies [1]. Each sensor captures depth in-
formation only, covering a 45◦×62◦ field of view. The four sensors are arranged as depicted
in Fig. 3.2 for a composite view covering 165◦×62◦. The depth information that they gather
is processed into a topological structure model using unsupervised learning. There are lots of
unsupervised models such as Self-Organizing Map (SOM), Growing Cell Structure (GCS),
Neural Gas (NG), etc. [139, 75, 74]. These models are not ideal for real-time processing, but
the basic Growing Neural Gas (GNG) technique can be implemented for real-time topologi-
cal map generation as proposed by Toda et al. [285].

Algorithm 1 Dynamic Attention Model
1: Init: generate two nodes at random position
2: ci, j = 0 (∀i,∀ j), A = 1,2, r = 2, t = 0
3: loop
4: P← raw data of proposed sensors
5: λ ← 0
6: for i← 1 to maxλ do
7: if t mod 2 = 0

∧
obstacle detected then

8: Vλ ← a random of P in suspected obstacle
9: else

10: Vλ ← a random of P
11: λ ← λ +1
12: DD-GNG main process (V ) // (main layer)
13: if r > γr then
14: Triangulation process (c,h)
15: L← Segmentation Process (c,h)
16: Lsuspected ←Suspected obstacle detection (L)
17: L(size)

suspected ← Get suspected obstacle area (L)

The topology-represented dynamic attentional process is grounded in the Dynamic Den-
sity Growing Neural Gas (DD-GNG) Algorithm (algorithm 1). In our system, the raw data
(P) around the suspected obstacle are processed separately.

The initialization process begins by generating two initial, random nodes. After that, in
the main loop, V is generated as raw point-cloud input data. Then, the main GNG process
is performed as presented in Algorithm 2, where hi and w represent the n dimensional node
value and weight value, respectively; A is composed as a set of hi; Ci j and gi j represent
edge values and the age between the i-th and j-th nodes. The GNG algorithm chooses the
nearest unit (winner) node as s1 and the second-nearest node as s2 from the set of nodes A.
If the connection among them does not yet exist, then a connection cs1,s2 = 1 will be created.
Every node has a degree of strength represented by parameter δ generated in Alg. 3 when the
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node is created. The node with the minimum utility value is removed from the topological
structure if Eu/Ul > k ·δu, where Eu is the local error variable of node u, Ul is the utility value
of node l, δu is the degree of strength of node u and k is the parameter for representing degree
of deletion. When the number of nodes (r) is more than the threshold (γr), then I perform
triangulation and segmentation.

Algorithm 2 DD-GNG main process

1: for t← 1 to λ do
2: Generate random input data vt
3: s1 = argmini∈A||w · (vt−hi)||
4: s2 = argmini∈A\s1

||w · (vt−hi)||
5: if Cs1,s2 = 0 then
6: Cs1,s2 = 1
7: gs1,s2 = 0
8: Es1 ← Es1 + ||w · (vt−hi)||
9: Us1 ←Us1 + ||w · (vt−h2)||−||w · (vt−hi)||

10: hs1 ← hs1 +η1 · (vt−hi)
11: if Cs1, j = 0 then
12: h j← h j +η2 · (vt−h j)
13: gs1, j← gs1, j +1
14: if gs1, j < gmax then
15: Cs1, j = 0

16: if (t ≡ κ) = 1 then
17: u = argmaxi∈A Ei
18: l = argmini∈AUi
19: if Eu/Ul < k ·δu then
20: A← A− l
21: Ei← Ei−βEi(∀i)
22: Ui←Ui−χUi(∀i)
23: if A < Max. Num. of Nodes then
24: r← r+1
25: u = argmaxi∈A Ei, f = argmaxCu,i=0 Ei

26: hr = 0.5(hu +h f )
27: Eu← Eu−αEu, E f ← E f −αE f
28: Er = 0.5(Eu +E f )
29: δr = generate the strength of node (hr)
30: A← A+ r
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Algorithm 3 Generate the strength of node hi

1: δi← 1
2: for j← 1 to Ob(num) do
3: if Ob j is suspected obstacle then
4: Amin = Ob(position)

i −Ob(size)
i /2

5: Amax = Ob(position)
i +Ob(size)

i /2
6: if hi > Amin

∧
hi < Amax then

7: δi← δi +1
8: return δi

3.1.1.1 Object Segmentation Process

In our model, information of object is represented using a collection of triangular facets
and normal vectors, approximating the physical surface. Each facet has a degree of stepping
stability calculated from the degree of safeness. The first step in developing this represen-
tation is to triangulate the surface, as illustrated in Fig. 3.3. After triangulation, the each

Figure 3.3: Triangulation. Black lines are the edges generated by the proposed GNG, blue line
is the supported edge of the light blue rectangular area, and the green lines represents supported

edges of the pink pentagonal area.

triangle’s normal vector is calculated by Eq. (3.1) as illustrated in Fig. 3.4. n0, n1, and n2 are
the three DD-GNG nodes (h) at the triangle’s vertices.

Ni =
(n0−n1)× (n0−n2)

||(n0−n1)× (n0−n2||
(3.1)

After calculating the normal vector for every triangular facet, I calculate the weight con-
nection between one facet and the surrounding facets; each facet thus has up to three con-
nections. The weight is represented by the angle between two normal vectors, calculated in
Eq. (3.2).
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Figure 3.4: Calculation of normal vector

wi j = cos−1
( −→

N i ·
−→
N j

||−→N i||·||
−→
N j||

)
(3.2)

After building the weight connections, I segment the facet collection into broader sur-
faces corresponding to walls, safe terrain, unknown objects. Segmentation takes place as
follows:

1. Set the labeling ID parameter as 0 (ci = 0,∀i ∈ B), where B is the number of facets.
Set the number of labels as 0 (nl = 0). Set the number of facets in a set of labels as
null (La = 0) and the set of vectors in the label as empty (

−→
T = {}). Set incremental

value as 0 (i = 0).

2. If the label ID is 0 (ci = 0), then a new label is added (n = n + 1,ci ← n), Ln +

+,
−→
T n,Ln ←

−→
N i.

3. Analyze the weight value wi j between facet i and neighbouring facet j. If wi j is lower
than the threshold (ψ), then the ith and jth facets are deemed to be joined to each other,
c j = ci,Lci = Lci +1,

−→
T ci,++←

−→
N j.

4. If all facets are selected (i = B), then stop the segmentation process. Otherwise, select
the next surface (i = i+1) and go to step 2.

In the segmentation process, I collect the number of labels (n), the number of facets in each
label (L), and the normal vectors of the facets in every label (

−→
T ) calculated by Eq. (3.3).

−−−→
Ob(v)i =

1
Li

Li

∑
j=0

−→
T i, j (3.3)

The segmentation process generates both the object position (Ob(position)) and also the object
size (Ob(size)). After that, I classify objects into four kinds: object, wall, safe ground, and
obstacle. The ‘wall’ label is selected when the average angle between facets and the vertical
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unit vector v = [0,0,1] is close to 90 degrees. ‘Safe ground’ is chosen when the facets’ gra-
dient is within a given range of safe slopes. Otherwise, the object is classified as an obstacle
that needs further analysis.

Before the classification, the orientation of every surrounding surface needs to be cal-
culated by Eq. (3.4), from which to calculate safeness by comparison with the vertical unit
vector.

γi = cos−1
( −−−→

Ob(v)i ·
−→
N (ver)

||
−−−→
Ob(v)i||·||

−→
N (ver)||

)
,N(ver) = {0,1,0} (3.4)

Whenever the density of perceived affordance d, calculated by Eq. (3.5), is lower than the
threshold (υ), then it will show the integration between affordance and attention. If d > υ ,
then the perception will change the robot’s behavior.

d = Number of nodes in object/Object size (3.5)

3.1.2 Experimental of Dynamic Attention Model

The proposed model is applied in the four legged robot used in our previous research
[248]. The robot is equipped various sensors for example, Quad Time of Flight (ToF) sensor
as shown in Fig. 3.2 for detecting rungs position; set of force and touch sensors in the end
effectors for grasping mechanism, and an inertial measurement unit (IMU) for pose analysis.
Quad Pico sensors is used for sensing the environment and generating 3D point cloud. The
robot also implements the locomotion system proposed in the previous research [247]. The
parameters setting of the DD-GNG is tabulated in Table 4.1.

Table 3.1: DD-GNG parameters

λ κ η1 η2 gmax
300 10 0.08 0.008 100
α β χ µ k

0.5 0.005 0.005 0.5 1000

ig. 3.5a shows the raw sensory data generated by the sensor. Then, the segmentation
model is processed as shown in Fig. 3.5b. The obstacle detection is representing with a red
color box (Fig. 3.5c). Nodes that fall inside the red color box has a higher strength value than
others. The strength value of each node is used for the next process. After several time steps,
the number of nodes in the red box area was increased.

As the result depicted in Figs. 3.10a and 3.10b, comparing with the previous model of
GNG, the proposed DD-GNG is able to generate the dynamic density of the topological
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(a) (b) (c)

(d) (e)

Figure 3.5: Results of topological structure using DD-GNG with an obstacle (a) Raw point
clouds data (238530 3D points) (b) Result after segmentation process (c) Object detection dif-
ferentiate between terrains and obstacles (d) Generated structure without dynamic density (e)

Generated topological structure with dynamic density.

(a) (b) (c)

Figure 3.6: The result of second sample data (a) Raw point clouds data (b) generated structure
without dynamic density (c) generated topological structure with dynamic density.

structure. In Fig. 3.5e, I show that the number of nodes is denser in the speculated area,
while the other GNG shown in Fig. 3.5d has lower number of nodes.

Results showed that the DD-GNG is more effective for determining the speculated object.
Thus, the higher level processor can process the topological information directly without
going through multi-layer topological map building. Thus, the computational cost is lower.

3.1.2.1 Discussion on Dynamic Attention model

In this section, I proposed a dynamic density topological structure generator based on
growing neural gas, termed as DD-GNG. In DG-GNG, the density of nodes in speculated
areas or objects is increased automatically. The segmentation model can differentiate the safe
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terrain, wall, and speculated obstacles. Once speculated obstacles are detected, the proposed
model automatically increase nodes density around that area and the information is used
for calculating the strength of nodes. Nodes around the speculated object area have a higher
value than the safe area (flat terrain, wall). Nodes with higher strength retain longer iterations
and new nodes will be generated around these nodes.

3.1.2.2 Comparison of attention model using topological structure

Attention can be represented by any parameter, depending on the data processed. In our
case, I use only time-of-flight sensors for the external information; these generate 3D point-
cloud data. I therefore chose the topological map model for optimal data representation.
However, in the existing topological map building process offers no way to control node
density in only a localized area. Our contribution addresses that through a dynamic density
topological map-building process based on a growing neural gas. I put a strength param-
eter into every node to indicate the importance of each node in the topological structure.
This parameter will be defined based on the segmentation process in the previous time. The
experiment in Section 3.1.2 shows that the improved dynamic attention process can clarify
obstacles in front of the robot by increasing the number of nodes.

Other topological generator systems such as Self-Organizing Map (SOM), Growing Cell
Structure (GCS), Neural Gas (NG), cannot increase node density in localized areas. There-
fore, they need to increase the node density over the entire map in order to clarify even
localized objects. [139, 75, 74]. Compared with other multi-density topological maps, such
as multi-layer growing neural gas (ML-GNG) [285], our improved system may decrease
the processing time by as much as 70 percent (ML-GNG = 3.1567× 10−4 s, DD-GNG =
1.0255× 10−4 ). The localized attention-focusing process has also been proven to decrease
the computational cost.

3.1.3 Implementation for Grasping Affordance Detection

The proposed algorithm aims to detect the affordance of grasping. The affordances serve
seven dimension grasping position. It uses a combination of RGB camera and depth camera
as the sensory information. RGB camera is used for detecting the desired object and Depth
camera for detecting the affordance of grasping. However, the object detection has been done
by Redmon et al. [224]. I use their YOLO v3 Framework [225] for object detection.

The detected frame position and size served by object detection part will be matched
to the depth camera frame and position. After that, I calculate the average position (�) of
the depth points in the selected frame (X) and calculate the radius of the detected area by
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(a)

(b)

Figure 3.7: The illustration for generating the object location and area (a) Perspective view of
object detection (b) Frame view shows the four frame point of object detection and comparison

of depth and RGB camera’s frame.
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calculating as r = 2∗σ , where σ is the standard deviation of X. The illustration can be seen
in Fig. 3.7. The spherical area information will be used for the dynamic density topological
map building. The main algorithm of our proposed grasping affordance detection can be seen
in Algorithm 10. In the first state, object detection is conducted. After that, it generates the
topological map using dynamic density growing neural gas. Then, the grasping affordance
detecting will be processed.

Algorithm 4 Dynamic Topological Structure
1: Initialization
2: loop
3: ¯,r←object detection framework ()
4: Generate dynamic density topological structure ()
5: //grasping affordance detection
6: for i← 1 to maxλ do
7: Generate new possible grasping position
8: Evaluating new possible grasping position
9: Update and evaluate current grasping position

10: Calculate the rank of grasping position

3.1.3.1 Dynamic Density Topological Map Building

The topological map building aims to decrease the number of data information by repre-
senting all raw data input with several points and edge information. I used GNG based model
with dynamic density. It can be more clarifying small and detail object than other common
GNG. The previous development of our GNG has been implemented for real-time topolog-
ical map building [287]. In this model, I add a parameter in every node for representing the
strength of the node. The strength parameter of kth node (δk) will be calculated in Eq. (3.6),

δk =
e−(r+‖hk−µ‖)

1+ e−(r+‖hk−µ‖) (3.6)

where hk, r, and µ are the kth 3D node’s position, the radius of sphere, and 3D position of
sphere.

Data collection (V)in the proposed DD-GNG is also affected by the spherical area gen-
erated by object detection. The data will be randomly collected with different search space
area. When t is an odd value, the data will be generated from all raw data (P). When t is
an even value, the search space is only inside the sphere(r,µ) area. The data collection of
DD-GNG can be seen in the Algorithm 5.
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Algorithm 5 Dynamic Topological Structure
1: Init: generate two nodes at random position
2: ci, j = 0 (∀i,∀ j), A = 1,2, r = 2, t = 0
3: loop
4: P← raw data from depth sensors
5: Q← raw data inside Sphere(r,µ)
6: λ ← 0
7: for i← 1 to maxλ do
8: if t mod 2 = 0

∧
object detected then

9: Vλ ← a random of Q
10: else
11: Vλ ← a random of P
12: λ ← λ +1
13: DD-GNG main process (V )
14: Calculate discount rate ()
15: t← t +1

Furthermore, the strength parameter will effect to utility rate calculation. The utility value
of vital nodes will be slower decreased than the utility value in weak nodes. The calculation
can be seen in Algorithm 6, where Ei and Ui are the GNG error value and GNG utility value
of ith nodes. The node with the utility value lower than the defined threshold is removed
from the topological structure, Eu/Ul > k. The utility value will effect to the node deletion
and node addition. A weak node will easy to be deleted and strength node will easily produce
a neighbor node.

Algorithm 6 Calculate discount rate
1: for i← 1 to node’s number do
2: Ei← Ei×υE
3: Ui←UI×υE/δ 2

i

3.1.3.2 Detection of Grasping Position

The proposed detection of grasping detection uses the topological structure generated by
DD-GNG as the input data rather than the raw data. It will only consider the vital nodes
with the strength value bigger than the defined threshold. The proposed detection will detect
multiple possible grasping position by considering the gripper embodiment. The gripper
embodiment composed as the tightness of the gripper, maximum and minimum gripping
can be freely defined.
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Generating Possible Grasping Position In order to find the perspective grasping po-
sition, two strong nodes (hn1,hn2) will be randomly generated. After that, the nodes will
be evaluated by considering the edge connectivity and the density ratio of inlier and outlier
nodes surrounding the pivot from n1th and n2th nodes. I calculate the evaluation value as
computed as Eqs. (3.7) and (3.8), where ci and co are the number of strong nodes in the
inlier and outliers area respectively. In Eq. (3.8), when the evaluation value higher than the
threshold λΘ, then the generated possible gripping position will be added. Otherwise, the
detected will be deleted. The illustration of accepted or rejected generation is shown in Figs.
3.8. The node detection and the length of the pivot should not longer the the tightness of
gripper (lmax), see Fig. 3.8a.

Θ =
(ci)/(1+ co)

‖n(2)−n(1)‖
(3.7)

Eval. result =

{
Accepted, Ng ++ if Θ≥ λΘ

Rejected otherwise
(3.8)

Updating Grasping Position This process aims to correct the axle position of grasping
n̄ in the center position of node’s members. The illustration of this process and the parameters
used can be seen in Fig. 3.9. I will consider and calculate only the nodes surrounding the axle
of the grasping position. First, I will calculate the similarity of the nodes using Eq. (3.9),

si,k =
‖vi−vk‖·|θi−θk|
‖di−dk‖

(3.9)

where vi and di is the parallel and perpendicular distance between ith node and the axle. (see
Figs. 3.9a and 3.8a). Parameter si,k represents the degree of similarity between ith and kth
nodes. If there are same nodes, then I will only consider the nearest nodes.

The alteration movement of starting axle node and end axle node are calculated in Eqs.
3.10 and 3.11, where ci is the number of node in inlier area.

∆e1 =
1
ci

j=0

∑
j=R→Ni

‖v j‖
‖v(2)‖

(r j−v j) (3.10)

∆e2 =
1
ci

j=0

∑
j=R→Ni

‖(v(2)−v(1))−v j‖
‖v(2)‖

(r j−v j) (3.11)

Ni is the number of nodes involve in ith detected rung. After calculating the error position of
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(a)

(b)

Figure 3.8: Illustration of topological structure (a) Generated nodes n1 and n2 is considered
as a candidate of possible grasping position. The figure show the parameter involved for eval-
uation and position correction. The parameter lmax represents the tightness of the gripper. (b)
Illustration of evaluation when generated nodes n1 and n2 is not connected. It is not considered

candidate.
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detected grasping position, the start and end points are updated using Eqs. 3.12 and 3.11.

R→ h1 = (N→ Rh1−v(1))− ε∆e1 (3.12)

R→ h2 = (N→ Rh1−v(2))− ε∆e2 (3.13)

h1 and h2 are the start and end point of the detected rung.

Calculating grasping direction In order to get simple assuming, I consider the aver-
age vector of the associated node from the axle of grasping detection. The direction of the
grasping vector of jth grasping position is calculated in Eq. 3.14. Parameter i indicates the
id of the associated neuron. N is the number of neurons associated with a certain grasping
position. The calculation will be affected by the degree of similarity to other nodes (si,k).

θ j =
i<N

∑
i=0

k<N

∑
k=0

(si,k) ·
vi

N
(3.14)

3.1.3.3 Experimental result of grasping ladder detection

These experiments show the effectiveness of our proposed dynamic density topological
map building combined with visual information representing the shape of the object. After
that, I will show the grasping affordance detection for static object and moving object. I
used standard Web camera as the visual sensor and used four time-of-flight sensors the depth
sensors. Each of the sensor coverage range of 450×620. Therefore, they can cover the view
of 1650× 620. I perform the experiments in computer NUC i5 with 8 GB of RAM without
any GPU installed.

3.1.3.4 Result of Dynamic Density Topological Map

Before testing the grasping affordance detection, I will test the proposed topological map
building combined with object detection framework. The parameter setting of the DD-GNG
is adopted from the basic idea in [287]. There are 300 points from all raw data generated
randomly is processed in the proposed GNG.

There were 2 moving objects tested, a bottle and a radio remote control. The result is
shown in Fig. 3.10. The real-time performance is achieved. By increasing the density of
structure in the object area, the object’s shape can be clarified. It required 0.003 seconds
for executing the topological map building. Therefore, it can be used for real-time detection.
However, the computational cost can increase and decrease depending on the number of node
and parameter λ in the topological map.
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(a)

(b)

Figure 3.9: The illustration for generating the object location and area (a) Perspective view of
object detection (b) Frame view shows the four frame point of object detection and comparison

of depth and RGB camera’s frame.
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(a)

(b)

Figure 3.10: The snapshot of the proposed dynamic density topological map building in moving
object. Small dots represent the raw data of the depth sensor and the black dots with edges

represent the generated topological map. (a) a bottle. (b) a radio control
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Figure 3.11: The graph of time consuming during the proposed model performance

3.1.3.5 Grasping Affordance Detection

In order to prove the effectiveness of the proposed model, I tested the detection model
in static objects and moving objects. In these experiments, there were three objects used as
the sample, which are screw-driver, radio remote control, and a bottle. The experiments for
the static object are shown in Fig. 3.13. There are several possible grasping positions in the
radio remote control and a bottle. However, there is only one possible grasping position in
the screwdriver. The size of the object influences the number of detected possible grasping
position. The defined gripper size also affected. If the tightness of the gripper is small, then
the possible grasping position will be generated more. The grasping affordance detection
model requires around 0.002 seconds for executing. However, this can increase and decrease
depending on the number of detected possible grasping position.

In order to prove the efficiency of computation, I tested the proposed model for detecting
a moving object. Fig. 3.12 shows a snapshot of successful performances.

3.1.3.6 Discussion Implementation of Dynamic Attention on Grasping Affordance De-
tection

I have proposed the real-time object affordance detection for robot grasping. The sensory
input is composed as the combination of visual information and depth information. However,
it works separately, visual information for detecting the desired object using a common object
detection framework. Our proposed work mostly occupy the depth of sensory information.
I propose the dynamic density topological map building for decreasing the number of depth
data representation. I add strength parameter in every node and give higher value where
the position is approaching the center of the selected frame detected by object detection. The
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(a)

(b)

Figure 3.12: The snapshot of the proposed grasping affordance detection for moving object. (a)
a bottle. (b) a radio control
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(a)

(b)

(c)

Figure 3.13: The left figures are the result from object detection framework. The right side
figures are the snapshot of the proposed grasping affordances detection for static object. There
are 7 information provided every detected grasping position. 3D position of tube, dimension
of tube represents the tightness of the grasping, and 3D Blue vector represents the grasping

direction. (a) a screw driver (b) a bottle (c) a radio control.
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novelty of the proposed model has been shown in the experiment Section IV-A. The proposed
topological map generator can clarify the desired object by increasing the density of node
specific on the object area. This model can solve the obscurity of a small object by using
topological map building with the low computational cost. DD-GNG required around 0.003
seconds for processing the data. Therefore, this model can be used for other implementation
instead of object grasping detection for achieving lower computational cost.

In this section, the topological map generated by proposed DD-GNG is used for grasping
detection. The affordance detection will serve a set of seven-dimension gripping informa-
tion (3D location, 3D Rotation, and gripping size). The experiment in section IV-B shows
the effectiveness of the proposed model detecting the grasping affordances of the desired
object. There are several possible grasping positions, each grasping position is represented
by a tube with an arrow. The tube has 4 information which is the 3D position, and the diam-
eter represents the tightness of the grasping. The arrow represents the posture direction of
the grasping. It also succeeded in performing detection for moving object. Comparing with
current grasping detection, the proposed model has a lower computational cost. Therefore it
can detect real-time moving objects.

3.2 Neural Primitive model with Sensorimotor Coordina-
tion

This research responds to the current challenges facing developing CPG for quadruped
locomotion, presenting an efficient, robust CPG model that is dynamically integrated with
sensory feedback to generate various gaits while also considering leg malfunction compensa-
tion without involving too many parameters. The model uses two sensorimotor-coordinationbased
mechanisms [233, 149]: 1) because sensory feedback is critical for adjusting CPG modu-
lation, proprioceptive signals from the leg force and swinging phases are integrated with
rhythm-generator neurons (RG) in the CPG; 2) because leg malfunction affects the integra-
tion of sensory feedback and RG, a neuron representing a certain injured leg sends a signal
and influences the effect of the sensory signal on RG. The proposed models novel contribu-
tions follow:

1. Developing a robust CPG model with an efficient structure that can generate various
gait patterns.

2. Integrating sensory feedback that substantially impacts the CPG-modulation output.
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Figure 3.14: Design of the single rhythm CPG model with two-layered CPG. Every leg has
three sensory-feedback-to-all RG, a force sensor, a pain receptor, and a swing sensor

3. Considering dynamic sensorimotor integration to compensate leg injuries at various
speeds.

Furthermore, to demonstrate the proposed models effectiveness, I have used a cat-like robot
that performs in various contexts, including in different terrains, at different speeds, and with
leg injuries.

This section is organized as follows: the proposed CPG model with sensorimotor coor-
dination is presented in Section 3.2.1; the strategy for finding the optimum structure is de-
lineated in Section 3.2.2; Section 3.2.3 presents the experimental results; finally, in Section
3.2.4, I conclude the research and discuss the prospects of the proposed model.

3.2.1 CPG with Sensorimotor Coordination

The CPG model dynamically generates locomotion patterns. In cat studies, two-layered
CPG has been observed, incorporating rhythm generators (RG) and pattern formation (PF)
[239]. I have designed a single-model CPG where one RG represents one legs movement
pattern, and one PF neuron represents the activation of one muscle. Since each leg uses four
muscles (flexor and extensor muscles of the hip and knee joints), there is one RG neuron
and four PF neurons for each CPG structure. Our model uses two CPG pairs; every pair
represents the forelimb and hindlimb for another pair. Fig. 3.14 shows the complete design
of the proposed CPG model.
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Rhythm-generator neurons generate oscillation signals responsible for controlling the
patterns of a certain leg. All of the RG are interconnected and control the timing of the legs
swing action. I used the Matsuoka neural-oscillator model to generate a dynamic signal. The
inner state of the RG neuron is as follows:

τ
d
dt

xi =

(
υi− xi−

n

∑
j=1

wRG,i jy j +αi−bvi

)
(τ f ∗SST IM) (3.15)

The received-inhibition effect of its self-adaptation (vi) and the signal from other RG neurons
(y j) influenced by synaptic weight (wi j). yi is calculated as yi =max(xi,0) and vi is calculated
as follows:

T
d
dt

vi = (yi− vi)(τ f SST IM) (3.16)

The inner-state and self-adaptation effects are respectively influenced by time constants τ and
T . The RG neuron is also influenced by sensory feedback (αi) from ground-force afferent,
swing-related afference, and nociceptors.

(3.17)αi = αi,0 +
n

∑
j=1

(FiwFR,i j) +
n

∑
j=1

(
GST IMSi(wSR,i jN jwNS,i j)

)
where, αi,0 is the basic stimulation of the ith neuron, wFR,i j and wSR,i j are the synaptic
weights of the force afferent (Fi) and the swing-phase afferent (Si) of the ith leg to the jth
RG neuron. Swing-afferent feedback is influenced by the nociceptor (Ni); its weight is repre-
sented by wNS. The nociceptor (Ni) is a pain receptor that detects the condition of leg damage
and sends damage stimuli to RG neurons, affecting sensory stimulation from the ground-
force afferent to the RG neurons and from the swing-related afferent to the RG neurons.
Parameter GST IM is the gain parameter controlling the relationship between speed stimula-
tion SST IM and the sensory network. The gain parameter is assumed to differently affect the
forelimbs and hindlimbs. Based on preliminary tests, the GST IM for hindlimbs is calculated
as GST IM = µHL/(1+ exp(−λHLSST IM +ηHL)) and the GST IM for hindlimbs is calculated
as GST IM = exp(log(µHL)(λFLSST IM−ηFL)

2)

Given the RG neurons control the movement-pattern phase for each leg, they transmit
the firing signal (pi) to all PF neurons in a certain leg to activate swing behavior. This is
calculated as follows:

pi =

{
1 if (yi +hre f

i )≥Θ

0 0therwise
(3.18)
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where Θ is the firing threshold. The value of hre f
i is calculated as follows:

hre f
i (t) =

{
γre f ·hre f

i (t−1)−R if pi(t−1) = 1
γre f ·hre f

i (t−1) otherwise
(3.19)

When the RG signal is fired, R is subtracted from the hre f
i (t) value of neuron i. R > 0 , re f is

a discount rate of hre f
i , and 0γre f 1. The firing value of the ith RG neuron pi(t) is generated

for all PF neurons in the ith leg.
Upon receiving the firing signal from RG neurons (pi), PF neurons perform the swing

behavior by activating muscle stimulation (see Appendix B). The PF neurons control the
timing of each muscle contraction. The activation signal generated by PF neurons is calcu-
lated as follows: (To control the speed, speed stimulation is adjusted from parameter SST IM,
which influence Eqs. (5.13) and (3.17))

θi,k(t) = e

(
log(0.5)×( |PFi−µ|

(µ×w)

3
)
)

(3.20)

where, PFi neurons are calculated as PFi(t) = PFi(t − 1)+ pi, dOpt represents the starting
control, calculated by µ = (30−φ

(LEG
i )/30, w represents the time of the activation signal,

calculated as w=ψ
(LEG
i /50. φ

(LEG
i , and ψ

(LEG
i is the parameter for controlling swing activa-

tion and the timing of the ith PF neuron in certain LEG; F for forelimb and H for hindlimb.
The values of φ and ψ were optimized in our previous research using a multi-objective evo-
lutionary algorithm.

3.2.2 Optimization Parameters

To find the best CPG structure, I optimized the weights representing the interconnection
of RG neurons (wRG) and those representing interconnection with sensory feedback (wFR,
wSR, wNS). There were two optimization steps: 1) building a dynamic gait pattern; 2) building
a malfunction compensator.

3.2.2.1 Dynamic Gait Pattern Optimization

This optimization aims to identify the best interconnection of RG neurons, and inte-
gration with sensory feedback, for generating dynamic gait patterns without changing the
interconnection structure. I optimized a matrix parameter, representing the interconnection
of RG neurons (wFR), the connection between force sensory feedback and RG neurons wSR,
and the swing-phase-to-RG-neuron feedback (wNS). Those parameters are represented by 23
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Table 3.2: Representation of optimized parameter

parameters (r1,r2,r3, · · · ,r23) optimized using SOEA; Table 1 shows a detailed representa-
tion of the parameter 3.2. The value of A, B, and C identify the RG neurons calculated from
parameter r1.

I minimized errors of speed oscillation, desired speed, and speed stimulation. For each
evaluation process, I performed the robot simulation six times at different speed stimulations
compared to parameters τ f in Eq. (5.13); each performance required 1000 time cycle pro-
cesses. I recorded the distance achieved (di) by each performance. The evaluation function
is as follows:

f =
5

∑
i=1

(
1

1+ exp(di−di+1)

)
+

1
T

T

∑
t=1

√
(α(t))2 (3.21)

where, T is the number of time steps, defined as 1000, and α(t) is the torso acceleration for
time step t.

3.2.2.2 Malfunction Compensation Optimization

After optimizing the dynamic gait pattern, I optimized the connection between nocicep-
tor and RG neurons (wNS). For this optimization, I found the best motion pattern was the
leg malfunction condition. I used the optimized wRG, wSR, and wFR. I assume that the no-
ciceptor may stimulate each RG neurons with a different effect. There were 16 parameters:
(wNS,1−1,wNS,1−2, · · · ,wNS,4−4,).

To evaluate each set of parameters, I performed the simulation four times with different
leg injuries. Under normal conditions, the value of Ni was zero (N = {0,0,0,0}). When the
ith leg was injured, the value of Ni was one (Ni = 1). There were four steps, where NST EP = 1.
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Figure 3.15: The CPG model can generate a dynamic gait pattern through differing speed
stimulation SST IM. This increases the frequency of the CPG outputs x of five different known
gait patterns from slow speed to high speed. Parameter FHR, FFR, FHL, FFL shows the ground

reaction force for every limb.

For every step, I evaluated the performance of the robot as follows:

fST EP =
1

1+ exp(−dSAG
ST EP)

+
√

(dFRO
ST EP)

2 (3.22)

where fST EP is the fitness function of a particular step-malfunction performance and dSAG
ST EP

and dFRO
ST EP are the distance of the robot’s movement in the sagittal and frontal directions.

This optimization forces the robot to move straight ahead with minimal frontal direction
movement.

3.2.3 Experimental Result

This experiment shows the results of the optimization processes of dynamic gait pattern
and malfunction compensator in a computer simulation using an Open Dynamics Engine
(ODE). Following this, I demonstrated the dynamic movement of the robot in the contexts
of simulation and real robot implementation. For the robot simulation, I used a cat-like robot
with an implemented muscle-based actuator model. The robots size was adjusted according
to a cats size. I have defined the parameters not optimized in Table 3.3
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Table 3.3: The value of defined pattern formation parameters from preliminary test

val. val. val. val.
φ
(F)
1 0.034 φ

(F)
2 12 φ

(F)
3 12 φ

(F)
4 0.034

φ
(H)
1 13 φ

(H)
2 0.012 φ

(H)
3 0.012 φ

(H)
4 13

ψ
(F)
1 20 ψ

(F)
2 10 ψ

(F)
3 10 ψ

(F)
4 20

ψ
(H)
1 0.034 ψ

(H)
2 0.013 ψ

(H)
3 0.012 ψ

(H)
4 0.034

µHL 1.676 µFL 0.501 T 1 .0 λFL 2.04
b 1.5 τ f 1.2 R 12.5 αi,0 3.45

Figure 3.16: The graph shows the evolution of the fitness value of gait pattern

3.2.3.1 Optimization of Dynamic Gait Pattern

This optimization process used SSGA, which features 128 individuals in every popula-
tion, and I optimized until the 200 generation. This optimization performance was validated
to optimize neural interconnection [256]. Fig. 3.16 shows the results, indicating the fitness
value decreasing gradually. The signal response to the gait pattern was evaluated using dif-
ferent speed stimulations. I performed the robot simulation in 6000 time steps (30 seconds).
Fig.3.17, is a snapshot of the robots performance; more robot performance documentation is
supplied in the supplementary video. I set SST IM from zero and gradually increased it with
the value of the time step (SST IM = time step/1200); the result are presented in Fig. 3.15.
The CPG model can generate dynamic gait patterns from five known gait patterns. These
range from slow to high speeds: walk; amble; pace; symmetrical walk; trot. However, the
symmetrical-walk pattern between pace and trot gaits does not exist in animal locomotion.
However, in the proposed model, the symmetrical walk gait makes the transition from pace
to trot.

Furthermore, to demonstrate the sensory aspect of gait-pattern generation, I tested the
robot in rough terrain and evaluated the RG signal. I set the SST IM at 0.5 so that the robot
would generate the walking gait normally; Fig. 3.18 shows the results. During movement on
rough terrain, swing time changed depending on contact time. Force feedback, or the end of
swing time, influenced the RG as well as the gait pattern.
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Figure 3.17: The sample result in Open Dynamic Engines

Figure 3.18: The effect of sensory feedback in the RG during movement on rough terrain. swHL

is the swing phase condition of the left hindlimb. x is the output signals of CPG calculated by
Eq. 5.13. By analyzing the signal pattern p, I can see the pattern is changing to respond to the

different force feedback or swing phase.
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Figure 3.19: The graph shows the evolution of the fitness value for malfunction compensation

3.2.3.2 Optimization of Malfunction Compensation

This optimization used the best parameters from the previous optimization. There were
64 individuals in each population. I optimized up to 200 generations; that is, 12800 evalu-
ations. A similar evaluation was performed for different leg injury conditions. The fitness
functions results are shown in Fig. 3.19 shows the results for this evaluation, indicating that
four fitness values were decreasing. The best fitness value was achieved for the hindlimb
condition.

To evaluate the optimized parameters effectiveness, I performed the simulation in normal
conditions and then disabled one of the forelimbs or hindlimbs through injury. I also grad-
ually changed the speed stimulation (SST IM) to evaluate the gait-pattern response during leg
injury. Fig. 3.20 shows the results, indicating that the proposed CPG model can respond to
the leg injury signal through a smooth transition to both forelimb and hindlimb leg injury.
There are different gait patterns under leg injury conditions. The model changed the gait pat-
tern by controlling the signal input using sensory feedback. During leg injury, the model can
still generate dynamic gait patterns by stimulating a different speed.

3.2.3.3 Real Robot Implementation

To demonstrate the effectiveness of the proposed model, I implemented the proposed
model in the cat-like robot AQuRo-v3. The robots gait pattern has been controlled by the
proposed CPG model. I used similar parameters for the simulation performance. First, I
operated the robot with different speed stimulations on different terrains. The robot was able
to move on both terrains with a dynamic gait pattern. There is a supplementary video of the
robots performance, while Fig. 3.21 shows a sample snapshot. The robot was able to generate
four gaits: walk, amble, pace, and trot.

Furthermore, I demonstrated the effectiveness of malfunction compensation by con-
ducting tests in two conditions: injured forelimb and injured hindlimb. In these tests, the
robot first moves normally. Then, after a few seconds, one of the legs was set to injured.

63



CHAPTER 3. MICROSCOPIC ADAPTATION IN LOCOMOTION BEHAVIOR

(a)

(b)

Figure 3.20: The generated gait patterns in malfunction conditions and the speed stimulation
responses. The signal pattern (p) is changing to respond to the absence of CPG signals. The
time phase decreases after a leg is injured. a) malfunction of the right forelimb at time step 1380.
During injury, the model tends to generate a pattern with the same phase difference at a lower
speed. At high speeds, left and right hindlimbs feature the same phase. b) malfunction of the left
hindlimb at time step 1400. In this condition, the left and right forelimbs feature the same phase

at a higher speed.
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Figure 3.21: Snapshots of the robot performance show the dynamic gait pattern: a) the robots
performance on flat terrain; b) the robots performance on natural terrain.

Figure 3.22: Snapshots of the robots performance shows the dynamic gait pattern during leg
injury: a) the robots performance on the flat terrain with a forelimb injury; b) the robots perfor-
mance on flat terrain with a hindlimb injury; c) the robots performance on natural terrain with

a forelimb injury; d) the robots performance on natural terrain with a hindlimb injury.

The robot could generate a gait transition without falling in both conditions. I operated
the robot on both flat and natural terrain. Fig. 3.22 is a snapshot of the robots perfor-
mance; more detail is shown in the supplementary video provided or otherwise located at
https://youtu.be/C_XEsahqjpA.

3.2.4 Conclusion and Discussion of Proposed Neural Primitive Model

This section has presented an efficient dynamic-gait-pattern-generationbased CPG mech-
anism with sensorimotor coordination. The model developed features substantial integration
of CPG and sensory feedback, indicating that sensory feedback has a role in gait-pattern
generation. The CPG structure uses a two-layer CPG model comprising a single RG and PF
pools. Each leg is represented by a single CPG. Four RGs represent the four limbs. There
are three sensory neurons in every leg: force sensor, swing phase, and pain receptor neu-
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rons. Section 3.2.1 explained the assumption of the integration of sensory neurons and RG
neurons. However, it required optimization to achieve the best integration.

I used SOEA to optimize the network, a process separated into two steps: 1) gait pattern
optimization; 2) malfunction compensation. There were two steps to optimizing integration
and structure under normal conditions before manipulating the malfunction problem, en-
abling the model to generate a dynamic gait pattern through stimulation from only a single
parameter (SST IM). There are five patterns generated by robot performance: walk, amble,
pace, symmetrical walk, and trot gait. Force feedback also has a big influence on generat-
ing gait pattern; this was demonstrated by the robots performance on rough terrain (see Fig.
3.18). The RG signal changed dynamically with changes to sensory input, and the proposed
model generated gait transition between normal and injured conditions. It was also shown to
generate dynamic gait during leg injuries.

In the real implementation, a cat-like quadruped robot demonstrated the effectiveness of
the proposed model on steep terrain. Actuator control levels differed between the real robot
and the simulation. However, these were controlled by the same gait pattern and did not
impact the effectiveness of the proposed CPG model.

In future work, the proposed model should be applied to more challenging behavior, such
as transitioning from ground movement to water movement. For this next step, understanding
the role of sensory feedback for cat or dog water movements would be critical.

3.3 Cognitive Process to Movement-related Tract

In order to realize the integration between cognitive information and action in real-time,
it requires the ingrated system from 1) a visual-attention control mechanism for controlling
attention to external inputs, 2) object recognition representing the primary motor cortex, 3) a
motor control model that determines motor commands, 4) a central pattern generation model
representing pattern generator in the spinal cord, and 5) action generation in actuator level
(joint angle level). This flows is active short term adaptation in microscopic level.

In this model I represent the model by integrating with biological process in human or
animals point of view. I propose a process from cognition to the movement-related tract,
based on a top-down model in mammals. Cognition involves the perception of external sen-
sory information. It also includes a way to control the attention to external information for
movement behavior. External sensory information plays a big role in controlling locomotion
behavior. Visual information is received and processed by the retina and optic nerve and
transferred to the thalamus and superior colliculus. The superior colliculus contributes to co-
ordinating eye movement, responding to strong gaze direction commands from the cortex.
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Figure 3.23: Design of the attention control mechanism and process of external sensory infor-
mation pathway until becoming movement-related information

The thalamus passes visual information to the cortex. Most studies show that there are two
processing streams in the cortex, the ventral system (the ‘what pathway) for recognizing and
identifying the object, and the dorsal system (the ‘where pathway) for identifying the objects
location and motion. The dorsal system is also involved in visually guided locomotion [90].
Movement-related information from the motor cortex is carried to the spinal cord by the
corticospinal tract.

In order to represent this abstraction mechanism, I draw on neurophysiology. First, I build
a dynamic attention model explained in Section 3.3.1 to represent the gaze. To recognize ob-
jects in front of the robot, I build an object affordance detector as explained in Section 3.3.2.
This detector provides the object size, location, movement, providing for possible action at
lower levels. Furthermore, I develop an interaction between the superior colliculus and the
motor cortex. Our model connects the dynamic attention model with the affordance detection
model for controlling the gaze or attention area.
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3.3.1 Dynamic Attention to Movement-related Affordance detection

During movement, gaze attention is dynamic and strongly integrated with the surround-
ing environment. To model that, I imitate the superior colliculus mechanism. The superior
colliculus receives data from ganglion cells in the retina. I use time-of-flight sensors to
provide external sensory information, as explained in Section A.2. The aim of our model
is to combine the attention and action which is effectively implemented for sudden ob-
stacle response. Visual information requires a large amount of processing and knowledge
building to estimate the shape and size of the object. On the other hand, the 3D point
cloud information can provide the vector position directly which makes easier to recog-
nize the shape of some object. Therefore point cloud information can be used directly with-
out much processing, e.g. without object recognition. Topological map structure comprising
neurons connected with their neighbors can also reduce the memory usage. The topolog-
ical map represents the attention, with neuron density in this map representing the atten-
tion level. Figure 3.23 shows how the SC model controls the coordination between neck
joint and the focus or density of topological structure entering the Object Affordance De-
tection system. I consider the neck joint in roll direction (θneck) by calculating θ̇neck =

tanh((θoff− θneck) + (Mo f f −My)
3) · exp(ln(0.5))θ 2

neck, where θoff, Mo f f , My are the de-
fault value of neck joint angle, the center of frame in y-direction, and the attention position
of the frame in y-direction, respectively. The SC model will select the area where an obstacle
blocks the movement. It controls the attention by adjusting the number of neurons in associ-
ated areas and coordinating the neck joint to avoid the attention in the edge area of the gaze.
The illustration of the attention model is shown in Fig. 3.24. In flat terrain, the normal vector
(N) is homogeneous. The model has low attention where the nodes are sparse. When I put a
sudden red box, then few nodes are shifted. There are non-homogeneous normal vectors (red
color). In this state, the object still cannot be detected precisely. Then, the attention increases
the number of nodes around the non-homogeneous node. After the nodes are increased, then
the object is clarified. The information is enough for further processes.

Our topological structure is built on a dynamic density growing neural gas model (DD-
GNG) (see Section 3.1). Local node density is set by controlling the probability of finding
raw data in that neighborhood. I hence calculate the strength of each node as influenced by
the attended area. Node strength is calculated using Eq. (3.23) for the discount rate, while
Eq. (3.24) controls the probability of finding information by local random search. The pa-
rameter h is all nodes’s position and hk represents the kth 3D node’s position; r, and µ are
the radius of the sphere, and the 3D position of the sphere received from the Affordance
detection.
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Figure 3.24: Attention system using a topological map model

δk =
e−(r+‖hk−µ‖)

1+ e−(r+‖hk−µ‖) (3.23)

S(P) = 0.2+
e−(r+‖P−µ‖)

1+ e−(r+‖P−µ‖) ) (3.24)

The attended area will be selected and calculated by the affordance detection model that
represents the cortexs main role. The main algorithm is shown in Alg. (7).

Algorithm 7 Dynamic Topological Structure
1: Init: generate two nodes at random position
2: 0 ci, j = 0 (∀i,∀ j), A = 1,2, r = 2, t = 0, r =−1,µ =−1, N(non−H) = 0
3: while P 6= NULL do
4: P← raw data from depth sensors
5: if Ni then
6: Q← raw data inside Sphere(r,µ)
7: λ ← 0
8: while λ < maxλ do
9: Vλ ← a random of Q
10: if (S(Vλ ) = 1 calculated in Eq. (3.24) then
11: λ ← λ +1
12: h = DD-GNG main process (V ) explained in [250]
13: for i← 1 to node’s number do
14: Ei← Ei×υE
15: Ui←UI ×υE/δ 2

i

16: t← t +1
17: (r,µ,N(non−H))← Object Affordance Detection in Section 3.3.2
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3.3.2 Object Affordance Detection

The concept of affordance was proposed by Gibson in ecological psychology [85]. Af-
fordance is what the environment offers to individuals. Affordance does not depend on the
ability of the individual to recognize or use it [87]. Affordance is also defined by Turvey
as the dispositional properties of the environment [294], complemented by the effectivity or
dispositional properties of the actor. Affordance is hence not inherent to the environment: it
depends also on particular actions and the actor’s capabilities. Differences between in indi-
viduals’ bodies may lead to a different perceptions of affordance. Perception also depends
on the intention: while affordances exist in the environment regardless of whether they are
perceived, perception of an affordance depends on the affordance being there to create it.

Animal locomotion is controlled by perceiving affordances [86]. In other words, prospec-
tive action is generated depending on the affordance information that the locomotion gen-
erator receives [295]. In free space, animal stepping movements are governed according to
the body’s inertial condition. The adaptation process compares the estimated next stepping
point, accounting for current inertial conditions, with the affordances of the surface.

In this model, affordance detection will provide possible actions. There are two feedback
flows involving object affordance detection in the cortex. The first one commands the su-
perior colliculus to control the appropriate attention. The second one commands the spinal
cord and corticospinal tract. I calculate the affordance from the vectors of available edges in
every node (N) calculated in Eq. (3.25)

N =
1

N(edge)
i

k=Ni

∑
k=0

(
(hi−ni

k)× (hi−ni
k+1)

||(hi−ni
k)× (hi−ni

k+1||

)
(3.25)

where Ni and hi is the number of edges and vector node position in the ith node. ni
k is the

vector position of the node connected with the kth edge in the ith neuron.

3.3.2.1 Representing Cortex and SC Integration

The accuracy of the affordance depends on the degree of awareness and attention. De-
pending on the accuracy of the perception, affordances can be wrongly perceived [105].
Awareness and attention are certainly closely related but perhaps not inseparable. When I are
walking, our attention may not be focused on the path, however, the attention typically shifts
toward the path when danger is noticed [84]. It seems that some unconscious knowledge
tells the conscious self to “look out”. In fact, the perceptual–cognitive system is continu-
ously processing, though our awareness of it is minimal. This system is extremely efficient,

70



CHAPTER 3. MICROSCOPIC ADAPTATION IN LOCOMOTION BEHAVIOR

shifting attention automatically when needed. In biological process point of view, it shows
the integration of visual motor cortex and superior colliculus level.

In our approach, the degree of attention is generated automatically by Dynamic Attention
with Density Representation (see Section 3.1.1). Outside the focus of attention, the accuracy
of perceiving the affordance is lower, owing to the low information density. When a risky
obstacle is detected, the attention focuses onto it, and perceptual accuracy increases because
the information density increases (Fig. 3.24). The affordance-perception process receives
external sensory information from the attention process in the form of a topological structure.

When the density of node (α) in the non-homogeneous vector (N(non-H)) calculated in
Eq. (3.1) is lower than the threshold calculated in Eq. (3.26), the affordance model prompts
the SC to increase the node density in a certain area explained in Section 3.3.1. The model
sends the center of attention (Ca), the radius size (Ra) of non-homogeneous vectors calculated
as follows: Ca = 1/N(non-H)

∑
i=N(non-H)
i=1 hi(for θ(Ni)>Θ), Ra =∑

i=N(non-H)
i=1 argmax(hi−Ca);

where θ(Ni) is the angle between vector Ni and the vertical vector. N(non-H) represents the
number of non-homogeneous normal vectors of nodes The attention area in the proposed
model is limited to the pathway area of the robot movement.

α = Ra/N(non-H) (3.26)

3.3.2.2 Representing Cortex and Movement-related Processing Integration

The pathway process from cortex to movement-related motor cortex shows the how the
affordances are represented to the motor cortex. The visual cortex model sends information
about the detected object or obstacle (size and position), where its size and position are rep-
resented by parameter Ca, Ra in Section 3.3.2.1. In our model, the non-homogeneous vector
in the attention area will be detected as the object or obstacle during movement. After that,
the affordance perception will serve the possible action and safe area by detecting normal
vector to the vertical direction in the attention area.

3.3.3 Affordance Effectivity - fit

For actual usefulness, affordance needs to be integrated with effectivity. Effectivity pro-
vides a way to consider whether the individual robot or animal can actually make use of the
affordance. Affordance and effectivity are hence important, and form the ecological bound-
ary of the perceiving–acting cycle that allows actions to succeed in attaining their goals
[268, 269]. In our locomotion system, the effectivity of behavior complements the affor-
dance information. In short-term adaptation control, two effectivities are used: the prediction
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Figure 3.25: Design of the movement command model integrates perception information into
the locomotion generator model. The CT (corticospinal tract) network connects directly to the
muscle reflex system. The RT (reticulospinal tract) network drives signal to the central pattern

generator.

of the next stepping point, and the inertial leg movement during the swing. The affordance
perceiver will send the possible swing action to the behavior interrupt. This information will
then be considered for generating the appropriate action, whether as short-term behavior or
in medium-term adaptation (see Fig. 2.2). In this model I represent the model by integrating
with biological process in human or animals.

Locomotion involves two command pathways: one for gross movement mainly via the
reticulospinal tract, and another for fine movement mainly via the corticospinal tract [16].
By taking advantage of this biological process, I build an efficient mechanism between exter-
nal sensory information (cognition) and action (muscle model). I separate the control path-
way for gross movement (speed, direction) and fine movement (positioning, joint control).
It will be effective when the system detects a sudden obstacle . When the system recognizes
a safe or flat terrain, the model communicates movement speed and direction to the CPG
model through the reticulospinal pathway. In other circumstances, when the system detects
obstacles to avoid and changes the swing pattern, associated signals are sent through the
corticospinal pathway. The model is represented by an artificial neural network that deals
with both object detection and movement commands. The network structure is illustrated
in Fig. 3.25. The main network is represented by green neurons and separated into the CT
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Figure 3.26: Design of two-layered CPG with distributed rhythm generator and pattern forma-
tion

network representing the Corticospinal Tract and the RT network representing the Reticu-
lospinal Tract. The input layer takes the perceived obstacle information (location, size), the
state parameters of each limb (phase, joint angles, limb vector movement), and the torsos
state parameters (tilt and speed). w(FL/HL) represents the synaptic weights and N(FL/HL)

represents the number of neurons in each layer.
When an obstacle is perceived during a limb’s swing phase, the CT network is activated

to overwrite the current muscle stimulation, bypassing the CPG network. If the obstacle is
perceived before the limb’s swinging phase is activated, the RT network will be activated to
send swing commands through the CPG level. The output of CT network contains 2 param-
eters (lCT,1, lCT,2) and 4 parameters (lCT,3, lCT,4, lCT,5, lCT,6) transferred to the motoneuron of
hindlimb and forelimb, respectively, explained in Section 3.3.4.2. Then, the output of RT
network represented by cRT,LEG,i parameters is transferred to PF neurons, explained in Sec-
tion 3.3.4.1. There are 4 parameters influence to hindlimb leg and 6 parameters influence to
forelimb leg.

3.3.4 Integrated CPG Model

In this part, the CPG model is integrated with Affordance Efectivity fit module. the inte-
grated model of CPG can be seen in Fig. 3.26. The RG neurons model can be seen in Section
3.2.1.
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3.3.4.1 Pattern Formation Model

PF neurons receive signal from Affordance-Effectivity fit module in microscopic level to
generate an action responding sudden obstacle. The inner state of the PF neuron in ith joint
(PFi) is calculated as follow:

PFi,k(t) = e

(
log(0.5)×( |p fi−ϕ|

(µ×w×cRT,LEG,i)

3
)
)

(3.27)

p fi(t) = p fi(t−1)+ pi (3.28)

where cRT,LEG,i represent the effect of RT network to the i-th PF neuron of certain LEG. ϕ

represents the starting control calculated by ϕ = (30−φ
(LEG)
i )/30, and w represents the time

of activation signal calculated as w = ψ
(LEG)
i /50. φ

(LEG)
i and ψ

(LEG)
i are the parameters for

controlling swing activation and timing of the ith PF neuron in certain LEG. The value of φ

and ψ will be optimized using a multi-objective evolutionary algorithm. pi is the spike signal
calculated in the Supplementary material - 1. The value PFi in then transmitted to the muscle
model to implement the actual swing.

3.3.4.2 Musculoskeletal Model

All mammals have a similar skeleton which includes both forelimb and hindlimb struc-
tures. In general, mamallian locomotion has both stance and swing phases. Several decades
ago, some researchers proposed that rhythmic alternating contractions of muscles bring about
cycling between the stance phase (extensor muscles) and the swing phase (flexor muscles).
The rhythm can be generated without any sensory information from receptors in the skin,
joints, and muscle [217, 33]. Research on the stanceswing transition has yielded a substantial
body of evidence that this transition is controlled by sensory signals from leg proprioceptors
and has identified some of the receptors providing these signals [217].

The swing-to-stance transition unifies the two phases of stepping, rendering them insep-
arable [188, 148]. Based on this evidence, the swing-to-stance phase transition is activated
automatically in response to stimuli from ground forces and hip positions. Thus, the swing-
to-stance transition is the best phase in which to control the locomotion pattern. I control
the swing stimulation using signal pattern modulation from a neural oscillator proposed by
Matsuoka. One CPG neuron represents one joint. The signal will stimulate the muscle to
perform the swing phase. The muscle model is separated into two submodels for hindlimb
and forelimb control depicted in Fig. B.1.

From the Figure B.1a, I can see the effect of CT directly to the muscle activation during
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(a)

(b)

Figure 3.27: The muscle reflex structure during its phase. a) Muscle reflex structure in swing
phase. b) Muscle reflex structure in stance phase. F+

leg and F−leg represent the positive and negative
feedback of the force afferent
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the swing phase. It effects the value of the length offset in certain muscle stimulation. Equa-
tions (3.29-3.32) shows muscle stimulation for hindlimb during swing phase. The effect of
CT network to hindlimb is in lCT,1 and lCT,2 parameters.

SBFA(t) = S0,BFA−Gy
BFAYIP +Gl,S

BFA(lCE,BFA− lo f f ,BFA− lCT,1) (3.29)

SIP(t) = S0,IP +Gy
IPYIP +Gl,S

IP (lCE,IP− lo f f ,IP− lCT,2) (3.30)

SVA(t) = S0,VA−GY
VAYIP +CVA (3.31)

SBFP(t) = S0,BFP +GY
BFPYBFP−CBFP +GF

BFPFleg (3.32)

Furthermore, Equations (3.33-3.38) shows muscle stimulation for forelimb during swing
phase. The effect of CT network to forelimb is in lCT,3 to lCT,6 parameters.

SSF(t) = S(0,SF +GY
SFYSF +Gl

SF(lCE,SF − lo f f ,SF − lCT,3) (3.33)

SSE(t) = S0,SE −GY
SEYSE +Gl

SE(lCE,SF − lo f f ,SF − lCT,4) (3.34)

SEE(t) = S0,SE −GY
EEYEE +Gl

EE ·YEE · (lEE − (−lo f f ,EF − lCT,5) (3.35)

SEF(t) = S0,EF −GY
EF(1−YEF)+Gl

EF ·YEF · (lEF − lo f f ,EF − lCT,6) (3.36)

SWE(t) = S0,WE +GY
WEYWE (3.37)

SWF(t) = S0,WF +GY
WF(1−YWF) (3.38)

In the robot implementation I convert the muscle activation to joint angle by calculating
the resultant of those muscle torque to drive the joint motor. The calculation of the torque
can be seen in Appendix B.

3.3.5 Optimization Process for the Movement Command Model

Once the lower spinal level has been optimized, I can optimize the movement command
model for controlling the appropriate signal for either the corticospinal pathway or reticu-
lospinal pathway. I optimize the network for hindlimb and forelimb separately. Each network
separates the optimized parameters into 3 groups: 1) A: weights parameter associated with
green neurons only, B: weights parameters associated with CT neurons, and C: weights pa-
rameters associated with RT neurons. In the case when the fitness related to RT has good
result and the CT has bad result then the SSGA optimization evaluates the parameter of
group B only. In the case when the fitness related to CT has good result and RT has bad
result then the SSGA optimization evaluates the parameter of group C only. The number of
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Figure 3.28: Sample of the result of affordance detection. PFL is the position of forelimb left foot
and PRF is the position of forelimb right foot.

parameters optimized can be seen in Table 3.4.

Table 3.4: Total Number of Optimized Parameters

Group A B C Total

Weight paramters wi,h wh,hCT whCT,o wh,hRT whRT,o

Leg
Forelimb 49 28 16 42 36 171

Hindlimb 36 24 8 36 24 128

Before that, I show the result of the attention control process and the object recognition
as the input of the optimized model. A sample affordance detection with movement com-
manding result taken from the experiment in Section 3.3.6 can be seen in Fig. 3.28.

3.3.5.1 Optimization for the CT Network

The CT network stimulates the muscular stretch reflex. I optimize the network to con-
trol the swing acceleration when facing a sudden obstacle. I evaluate the congruence of step
length commands to the CT network and the resulting robot step length. In one evaluation,
the robot performed 1000 time steps on flat terrain. I supply the network of CT with 9 dif-
ferent command values, I = {−0.8,−0.6,−0.4,−0.2,0,0.2,0.4,0.6,0.8} in the middle of
the swing, when the feet are at or near their highest phase. I evaluate using the following
measure:

f =
9

∑
i=1

(
1

1+ exp(si− si+1)

)
,s5 = S(nor) (3.39)

where S(nor) is the average step length in normal swing; si is the step length of the ith com-
mand. I assume the value of s5 = 0 when I5 = 0. I optimized using a single-objective evolu-
tionary algorithm.

77



CHAPTER 3. MICROSCOPIC ADAPTATION IN LOCOMOTION BEHAVIOR

3.3.5.2 Optimization of the RT Network

The RT network will drive the CPG network, RG neurons and/or PF neurons. I optimize
the network to avoid obstacles with a certain height and a certain step length. I evaluate the
congruence of step length and step height commands to the RT network with robot perfor-
mance. In one evaluation, the robot performed 1000 time steps on flat terrain. I supply the net-
work of RT with 9 different command values, I = {−0.8,−0.6,−0.4,−0.2,0,0.2,0.4,0.6,0.8}
when the feet start swinging. The evaluation function is:

f =
9

∑
i=1

(
1

1+ exp(si− si+1)

)
+

9

∑
i=1

(−hSi),s5 = S(nor) (3.40)

where hSi is the height of step of ith command.

3.3.6 Robot Performance when Suddenly Encountering an Obstacle

In order to show the effectiveness of the proposed model, I run the quadruped robot both
in simulation and in real performance.

3.3.6.1 On flat terrain

In testing scenario, I twice put sudden obstacles, of different sizes, in the robots way
while it was walking. The obstacles were cuboids of size (length × width × height) 700
mm × 230 mm × 40 mm, and 300 mm × 200 mm × 40 mm. In simulation I put the first
obstacle at time step equals to 555 and the second obstacle at time step equals to 1000. The
robot performance snapshot can be seen in Fig. 3.29. Figure 3.29a illustrates the whole robot
performance avoiding the obstacle from side view and Fig. 3.29b shows a snapshot of the
robots behavior when avoiding the obstacle under several conditions. To analyze the effect
of muscle force, I show the recorded robot performance in Fig. 3.32.

In Fig. 3.29b: 1) The robot moved in normal condition from the starting condition. 2)
The sudden obstacle is given at time step 541, when the left forelimb is swinging. 3) The
robot perceived the sudden obstacle at time step 555. It required 15 time samplings (0.070
second) for the cognitive model to perceive the model (see Fig. 3.30a, perceiving processing)
and generate the overwriting muscle stimulation signal from the CT network. It stimulated
the shoulder extensor (SF) muscle to advance the limb (see Fig. 3.31 in 4-th signal, for
stimulation). 4) Since the existing obstacle did not affect the next foothold position, the
right forelimb stepped over the obstacle without any overwriting command. 5) There was no
possibility for the right hindlimb to step over the obstacle due to the limitation of the possible
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(a)

(b)

Figure 3.29: The robot’s performance in simulation. The detailed robot performance can be
seen in the supplementary video. a) The time series snapshot from side view. b) The snapshot of
the robot performance in certain condition from perspective view. 1] Robot performs in normal
walking 2] First sudden obstacle is given during left forelimb swing 3] The left-forelimb changes
the swinging pattern by reflex placing (see green line trajectory) 4] Right forelimb steps over the
obstacle. 5] Right hindlimb decreased the step length because stepping over would have been
too far 6] Second sudden obstacle is given during the right forelimb swing phase 7] Placing
reflex to avoid the obstacle (see red line trajectory) 8] Right forelimb steps over the obstacle
by increasing step length 9] Right hindlimb increases step height and step length to avoid the

second obstacle

step length; the robot decreased the step length. 6) At time step 990, a second sudden obstacle
was given when the right forelimb was in the swing phase. 7) At time step 1000, the robot
perceived the obstacle (see Fig. 3.30b, perceiving processing) in 12 time steps (0.05 second).
It stimulated the shoulder flexor (SF) muscle to draw back the limb (see Fig. 3.31 in 2nd
signal, for stimulation). 8) The right forelimb step length was increased by command from
the RT network. 9) The right hindlimb received a command signal from the CT to change
the swing pattern to avoid the obstacle by increasing step height and step length (see white
line trajectory in Fig. 3.29b-9).

Furthermore, in order to evaluate the robustness of the proposed model, the robot per-
formed 50 times, where in each trial, I put one sudden obstacle (300 mm × 200 mm × 40
mm) in a random position in front of the robot. The robot successfully avoided the obstacle
41 times, i.e. in 82% of the trials.
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(a)

(b)

Figure 3.30: The result of Affordance detection 1) first obstacle affordance detection 2) second
obstacle affordance detection

3.3.6.2 On sloped terrain

The robot performed on sloped terrain with 5 obstacles which are listed below:

1. 700 mm × 230 mm × 40 mm

2. 300 mm × 200 mm × 40 mm

3. 500 mm × 140 mm × 45 mm

4. 200 mm × 100 mm × 50 mm

5. 600 mm × 200 mm × 45 mm.

I placed the first and second sudden obstacles during uphill movement. After that, I put the
third, fourth, and fifth during downhill movement. A sample snapshot of the robots perfor-
mance can be seen in Fig. 3.33 and a detailed video can be seen in the supplementary video.

Furthermore, to confirm robustness on terrain at 20◦ inclination, the robot performed 25
times uphill and 25 times downhill terrain. I conducted similar trials to evaluate robustness
on flat terrain. The robot successfully avoided the obstacle 17 times uphill (68% success)
and 22 times (88% success) downhill. The difference is due to the fact that, when walking
uphill, the robot needs a higher swing to avoid the obstacle than when walking on the flat or
downhill.
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Figure 3.31: Analysis of signal commanding and its effect on the CPG and movement timing

(a) (b)

(c) (d)

Figure 3.32: The recorded torque when avoiding the sudden obstacle. a) right-hindlimb. b)
right-forelimb. c) left-forelimb. d) left-hindlimb.
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Figure 3.33: The time series snapshot of the simulated robot performance in slope terrain with
sudden obstacles given. The detailed robot performance can be seen in the supplementary video.

3.3.6.3 Real Robot Implementation

After successfully implementing the simulation, I tested the proposed model in a medium-
size cat-like robot (see Appendix A). Joints have an angle-based actuator. Therefore, I con-
verted the value of muscle force to joint angle. In the first performance, I placed an obstacle
before the robot started. In the second performance, I put the sudden obstacle exactly in front
of the robot three times. In the third performance, I put a bigger obstacle a further distance in
front of the robot. The result can be seen in Fig. 3.34. The robot successfully avoided the ob-
stacle in all three performances. The video demonstration can be seen in the supplementary
material.

3.3.7 Discussion on Integration Between Cognitive and Locomotion in
Short-term adaptation

I proposed a model for neuro-cognitive locomotion in a neuro-musculoskeletal model.
Our model integrates the external sensory information process with the locomotion generator.
In this section, I focus on modelling the placing reflex to generate behavior for avoiding
sudden obstacles in a muscle-based model. Our results suggest that it is worth viewing the
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(a)

(b)

(c)

Figure 3.34: Snapshot of real robot performance a) with obstacle in front of the robot b) with
sudden obstacle exactly in front of the robot c) with bigger obstacle a little bit far in front of the

robot.

cognitive and muscle stimulation models as a single, unified system, rather than separately
I began this section by analyzing human and animal locomotion from a physiological

view point that showed the role of cognition in locomotion [214, 166, 150]. Our view-
point is also supported by neuro-activity experiments that demonstrate the contribution of
supraspinal activity to motor neuron activation. Specifically, analysis of the corticospinal
tract has shown that there is a low activity of CT in uniform area or on flat paths but, when
obstacles stand in the way, CT activity is higher especially in the swing phase [56]. Thus,
limb control to avoid obstacles requires cognitive processing of external sensory informa-
tion [214]. From these foundations, I sought to mimic nature as I developed a locomotion
model that included supraspinal commands to the locomotion generator. I implemented a
descending process from external sensory process to limb movement generator. I applied the
proposed model to a quadruped robot.

I implemented an attention model mimicking that of humans. The robot’s external input
uses point cloud data instead of visual information, however, this choice of representation
does not influence the attention mechanisms implementation. Attention was represented us-
ing nodal density in a topological map structure, as had been successfully implemented in
our previous research [246]. In this section, I built a dynamic attention model inspired by

83



CHAPTER 3. MICROSCOPIC ADAPTATION IN LOCOMOTION BEHAVIOR

visual processing processes in nature. Topological structure has a low density for walking
across flat, clear surfaces, and the density increases when there are obstacles. This mecha-
nism is computationally efficient, with one process costing 0.00314 second. As the number
of obstacles increased, the processing cost also increased. Our mechanism is, in this way,
similar to the human visual process: when there are a lot of obstacles, cortex activity also
increases [307].

The topological information is then processed to detect object affordances. In our pro-
posed system, I do not need to recognize objects in detail: our model successfully avoided
obstacles without detailed obstacle recognition. In the experiments, I assume that the objects
should be avoided. However, the way to avoid depends on the object affordance detection.
The robot avoids the obstacle by shortening the swing, changing the swing direction, lift-
ing the swing, and changing the walking direction. Our results show that the locations and
sizes of suddenly appearing obstacles can be recognized in 0.07 and 0.06 second for the first
and second object, respectively. Our results also show an interesting integration of attention
control, object affordance recognition, and movement commanding. In the case of unclear
recognition, the object recognition stimulated increased attention to the suspected area. Once
the object is recognized, the object affordance detector provides for an appropriate motor re-
sponse.

The command process successfully commanded the forelimb to avoid sudden obstacles
by stimulation through the CT network. While avoiding the obstacle, changes to the RG and
PF signals modify the timing of the swing phase. In the robustness evaluation, the robot had
a success rate of 82 percent on flat terrain, 68 percent on uphill terrain, and 88 percent on
downhill terrain. The robot could easily avoid the obstacle when going downhill because it
does not need much higher swinging movement. Vice versa, on the uphill terrain, the robot
needs to swing its legs higher. A large experimental trial would be required to investigate
the applicability of the proposed model. However, the present experimental results show the
effectiveness and the importance of integrating cognition with the locomotion generator. For
future work, the stability of the system should be improved in order to increase the success
rates.

I have proved and showed that our model combines cognitive information and mus-
culoskeletal model by integrating exteroceptive sensory information and low-level control
muscle control in Section VII. The system can therefore respond to environmental changes
in every time cycle. Existing systems that integrate perception and locomotion mostly deal
with foothold planning, which limits adaptation to the much longer timescale of whole foot-
steps [101, 212, 308, 145, 50, 91, 112, 81]. While [301, 171] dealt with real-time obstacle
avoidance, their system is unable to cope with obstacles that suddenly block an already-
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swinging limb. Furthermore, bio-inspired based locomotion model’s short-term adaptation
controllers consider only internal sensory information such as from posture, touching, and
inertial information. Thus, the robot cannot respond to an obstacle before touching it. Our
proposed system has the advantage in controlling the locomotion in every time cycle, which
has been proved in several experiments avoiding unknown sudden obstacles.

More generally, our neuro-cognitive locomotion model shows a way to integrate neuro-
musculoskeletal models with cognitive models for achieving dynamic locomotion. Such in-
tegration may have a sizeable impact not only in robotics but in also in medical applications
such as in the development of active prosthetic limbs. Active prosthetics have been shown to
increase patient confidence during ambulation [263]. By monitoring eye movement signals
from the posterior parietal reach region, [193, 9] and using visual priority map[8], the neuro-
cognitive locomotion model can be integrated into knee prosthetics to actively avoid sudden
obstacles or suddenly changing swing patterns.
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Chapter 4

Macroscopic Neuro-Cognitive
Adaptation

In this chapter, we focusing on the system development in macroscopic level implies
long-term adaptation. The system diagram can be seen in Fig. 4.1. We proposed the con-
cept of MaSc which involves higher level controller. We present cognitive map building by
using the topological structure based map reconstruction generated from Mesoscopic level.
Cognitive map requires an integration with robot embodiment. Different embodiment of the
robot may have difference cognitive map in coverage motion viewpoint. Cognitive map will
be transferred to the path planning model. Then motion planning will be generated based
intention, embodiment, and condition, by using neural based path planner. The model can
find the best pathway and facilitate the safe movement of the robot. When the robot found
an unpredictable collision, the path planner dynamically changed the pathway.

Figure 4.1: Diagram of microscopic level of neuro-cognitive model
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4.1 Cognitive Map Buiding

We proposed a real time and continuous cognitive map building algorithm using topo-
logical structure as an input. This cognitive map model represents the coverage area that can
be reach by some robot embodiment. It depends on the abiity and the embodiment of the
robot. The model can be seen in Fig. 4.2. The robot posisiton and topological map informa-
tion is achieved from localization and mapping model in the mesoscopic level. After that, the
model analyze the successful rate of the robot travel from one node to another node in the
topological map. After that, the

Figure 4.2: Diagram of cognitive map model

4.1.1 Node to node travel analysis

The module analyzes the energy required and the successful rate of of the robot move-
ment from one node to another node.

4.1.2 Generate possiblity of changing map

Q : The nodes of maps (3D position (n), 3D surface vector (v), Label (l)) NQ: Number of
node of maps A : The nodes of GNG (3D position (n), 3D surface vector (v), Label (l)) NA:
Number of nodes of GNG s : Global position θ : Euler angle from earth

4.2 Neural-based Path Planning

During a disaster, the terrain, route, area, and also building are becoming unstructured,
diverse, and challenging. It makes the rescuing process difficult and challenging for human
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or robot who is in charge in disaster area. The route in disaster area becomes unstructured,
making it difficult for the rescuer whether human or robot to find the best and possible route
in the rough and unstructured terrain. Since it is very dangerous for human to rescue in
unstable environment, robot is the best choice for exploring and investigating the disaster
area. Most researchers proposed wheeled mobile robot for rescuing in disaster areas [192,
231, 270], but legged robot is more effective in rough terrain [5]. Therefore, we applied
this proposed algorithm in a four-legged robot which is equipped with several supporting
sensors. Four-legged robots are more efficient than biped robots in the stabilization cases
and are able to achieve the maximum movement speed compared to robots with more legs.
Furthermore, 3-D path planning model is required in order to support and facilitate those
robots while moving on rough terrain. Therefore, in this research, we propose an online 3-D
path planning optimization based on neural activity.

Three dimensional path planning studies have used images for path planning and also
applied multiclass support vector machines for obstacle avoidance [191]. By using this idea,
the robot can generate the safe pathway. In [262], 3-D based path planning was proposed,
and D* algorithm was modified in order to estimate the distance in sloping terrain. Be-
side that, Dogru et al proposed genetic algorithm for optimizing pathway with minimum
energy required [54, 55]. However, [262, 54, 55] did not consider the unpredictable obsta-
cle. Beside that, Kroumov et al solved the obstacle problem but there is still problem with
concave 3-D obstacles [144]. 3-D path planning was also proposed for UAV movement algo-
rithm [207, 240, 302]. These algorithms were applied in computer simulation. In the integra-
tion system, UAV or drone is used for generating the map. Some researchers used 3-D map
reconstruction in order to acquire the 3-D map model and to find the best pathway based on
the result of reconstruction map. The robot was equipped with laser range finder (LRF) or
Kinect sensor in order to support the reconstruction algorithm. [31] also used LRF to gener-
ate the 2-D maps. This idea deals with static environment. Henry et al used Kinect camera
in order to model 3-D indoor environment [102]. In the previous research, multi-resolution
map was also used for decreasing the computational cost existing in high resolution map of
path planning [286]. After that, a real-time feature extraction and segmentation method for a
3-D map [288] was proposed in order to increase the efficiency of the topological map. This
map model can decrease the memory usage for reconstructing the map. Therefore, [288] is
suitable to be combined for the proposed 3-D path planning model in the next stage.

In further cases of the environment model generated by LRF and Kinect sensor, the un-
predictable surface such as friction, softness of the terrain, and unpredictable collision some-
times become the problem. Those sensors are used as initial data in path planning, therefore
those ones only deal with static path planning. In the real cases, the robot deals with dy-

88



CHAPTER 4. MACROSCOPIC NEURO-COGNITIVE ADAPTATION

namic environment, and it should autonomously work through dynamic environment. When
the algorithm deals only with static environment, the robot will get problem when it finds an
unpredictable collision. Therefore, the dynamic path planning is important in order to deal
with dynamic environment. Dynamic path planning will regenerate the path planning when
the algorithm finds unpredictable condition or changing environmental condition. In order to
support the dynamic path planning, either additional sensors in mobile robot or measurement
tools for human are required to measure and detect unpredictable collisions (friction, obsta-
cle, and softness of terrain) which cannot be considered in initial map generated by LRF or
Kinect sensor.

Most mobile robots (wheeled and legged) are supplemented with the capability for find-
ing the pathway. Some people used traditional algorithm such as: A*, D*, and Dijkstra algo-
rithm in order to find the best pathway [159], [68], [201], [53], [158]. Ferguson et al proposed
a modified D* algorithm in order to reduce the path cost in non-uniform environment. An
interpolation equation was proposed in order to cut the inefficient pathway [68]. However, in
[68]’s algorithm more computational cost was required. In common cases, D* path planning
algorithm is faster than A*, but [103] modified the adaptive A*, therefore it could be faster
than D* in some cases. These algorithms [103, 68] required predefined travel cost, therefore
these algorithms seem difficult to cover unpredictable obstacles.

However, the traditional algorithm of path planning requires the determination of the
path planning rule and it uses a recursive algorithm. Therefore, these algorithms require high
computational cost. Bio-inspired algorithm provides a natural process that is able to dynam-
ically generate the best pathway [234, 222]. Some researchers have proved the effectiveness
of neural based model for path planning problems [88], [318], [321], [222]. In [88], Hopfield
method was applied in a neural network to generate the pathway with obstacle avoidance.
This proposed model was applied in a 2-dimensional simulation. Neural based approach
can also be applied for complete coverage path planning with obstacle avoidance [318].
Quoy et al proposed the control model in mobile robot by using dynamical neural networks
based on the neural field formalism that was applied in the mobile robot path planner [222].
Most of the researchers applied pulsed neural network in order to find the efficient path-
way [220], [221], [334, 316]. They focused on the inner activity of the neuron. Qu et al
proposed pulsed neural network to generate real time collision free path planning [220].
Zhang et al applied a simple pulse coupled neural network to decrease the computational
cost, but the defined travel cost is required in this case [334].

Furthermore, modified pulsed neural networks were proposed by several researchers in
order to increase the performance of the path planning algorithm [156, 95, 221]. In [95],
quick optimization process of path planning was proposed by using PCNN model. However,
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there is no efficient model to reduce the number of evolved neurons, there are many neurons
required for representing the best path way. [331] presents a coupled neural network, called
output-threshold coupled neural network (OTCNN). However, this algorithm was very hard
to be implemented in the real cases and it was improved in [221] by proposing a new modified
model of Pulse-coupled neural networks (M-PCNNs). This model was improved by Liu et
al by solving the K Shortest Paths (KSPs) problem [164]. In addition, the neural network
based path planner can also be applied in non-holonomic mobile robot [321]. Furthermore,
shunting based neural model first proposed by Hodgkin and Huxley [108] and refined by
Grossberg in the neural mechanism [94] was also used to solve path planning model [320,
319]. However, the current neural based models [334, 320, 319, 164, 321, 156] have not
considered rough terrain with undefined travel cost or weighting cost.

In this proposed research, we create a new model of dynamic path planning based on
neuronal activity. A 4-legged robot is applied to prove the effectiveness of the proposed
path planning model. The proposed model is expected to be online generated with obstacle
avoidance and applied with undefined travel cost. These advantages do not exist in the current
state-of-the-art research. Nevertheless, an integrated system is required for supporting the
proposed model.

The main contribution of the proposed research is to use the natural mechanism of the
human brain for generating the online path planning in 3-D rough terrain with undefined
travel cost. Our proposed reserach not only emphasizes the inner state process of the neuron,
but also the development process of the neurons in the brain. Based on [39], the develop-
ment of the brain involves the synaptic pruning process. The weak synapses will be deleted
based on their synaptic efficacy and replaced by efficient synapses [40]. These processes are
applied in this proposed path planning optimization process. Other contribution is to gen-
erate dynamic 3-D path planning with undefined synaptic weight. This proposed model let
the neuron generate the signal based on the terrain condition in order to create the synaptic
weight connection.

4.2.1 The Proposed Model

The proposed model will be applied as the path planner in the robot movement on rough
terrain. The full design of the system is depicted in Fig. 4.3. In the first step we generate the
structure of the map by using Kinect sensor and send it to the proposed system by using ra-
dio communication. In the second and third steps, the proposed path planning are performed.
After that the path planner sends the best pathway to the robot by using Bluetooth commu-
nication. In the fifth step, the robot moves and updates the current position and also updates
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Figure 4.3: Design of the proposed model

some map information. The details will be explained in Section 4.2.3.
In this section we explain the novel neuro-activity based path planner. There are two al-

gorithm processes in this proposed model, the forward transmission to construct the neuron
connections for finding the possible way and the backward neuron transmission with synap-
tic pruning model for finding the best pathway from the current position to the target posi-
tion and for reducing inefficient neurons. Dynamic path planning is also considered in this
proposed model in order to respond to unpredictable obstacles. In the process mechanism,
first the starting point neuron generates the signal to the neighbor neurons and calculates
the synaptic weight value. After the signal triggers the target neuron, then the transmission
process is stopped. After that, the backward signal process with optimizing the number of
synapses is performed.

4.2.2 Neural Forward Transmission Based Model

The aim of forward transmission is to construct and build the neuron connections in or-
der to find the possible way. In neural transmission studies, a signal is transmitted from one
neuron to another neuron through electrical and chemical process (neurotransmission) oc-

91



CHAPTER 4. MACROSCOPIC NEURO-COGNITIVE ADAPTATION

curring in the synapse. There are 2 types of synapse, electrical synapse (dendrite - dendrite)
and chemical synapse (axon - dendrite). Chemical neurotransmitter requires releasing neuro-
transmitter into the synaptic cleft before a synaptic potential can be produced as input to the
other cell. Membrane potentials are generated by chemical and electrical synapses function
as a neuron’s input.

Figure 4.4: Neuro-transmission model

The neuron typically has thousands input synapses and produces an action potential when
the post-synaptic potential passes the threshold of membrane potential. Once there, it will
trigger its own neurotransmitter release, which will cause a synaptic potential in the new
post-synaptic neuron. The action potential will travel along the axon until it reaches the
output (chemical) synapse at its axon terminal.

In the spiking model, there are timing models proposed for post-synaptic potential model [108,
170]. We use an exponential equation in order to model the decreasing energy. We modified
and applied the neuron transmission activity in order to generate the best path planning in 3
dimensional rough terrain with unpredictable obstacle.

In this algorithm we use a forward transmission model depicted in Fig. 4.4. The strength
of signal diversity from the ith neuron to the jth neuron is represented by Xi j. We assume, that
the synaptic weights between each neuron are not defined. The strength of signal diversity
is influenced by the potential energy in source neuron, the external influence between 2
neurons, and the internal disturbance. The strength of signal diversity decides whether the
neuron to be connected or not as calculated in Eq. (4.1), where notation A represents the
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inhibitory effect calculated in Eq. (4.2). The potential energy in the ith neuron is represented
by x(PSP)

i (t) and the external influence between the ith and the jth neuron is represented by
X (ext)

i j (t). Vi j is the potential force from the ith neuron to the jth neuron.
In the transmission process, after certain neuron is activated (firing), the neuron is prepar-

ing the impulse signal, therefore the signal can reach the target neuron. If the neuron is al-
ready activated, then the preparation state to certain neuron is stopped. After the value of
signal reaches the threshold of the target signal, then the firing process is performed. The
neuron’s capability for firing the signal is computed in Eq. (4.3), where Ci is a matrix rep-
resenting the possible connection between the ith neuron and other neurons. In order to find
the possible connection, we used a simple surrounding area algorithm which is computed in
Eq. (4.10) and explained in Algorithm 9.

Ẋi j = Xi j(t−1)+Vi j(t)−A (4.1)

A =
N

∑
j=1, j 6=i

Xi j(t−1) · x(PSP)
i (t−1) (4.2)

In the initial condition, the strength of signal diversity (X) and the potential energy
(x(PSP)) are zero in each neuron and the time signal impulse (t(imp)) is 10000. When the
path planning generation starts, the starting neuron is firing by the given parameter t(imp)

representing the starting neuron as zero. It causes the parameter x(PSP)(t) triggered, as cal-
culated in Eq. (4.3), where P(PSP)

i is the maximum potential value in each neuron. After the
neuron is fired, then the neuron generates the release energy (Ei) depending on the derivative
of potential energy degradation at time signal impulse (dx(PSP)

i /dt(imp)
i ).

During the signal transferring process from the ith neuron to the jth neuron, signal
strength Xi j is supported by potential force Vi j which is influenced by h(ext)

i j , where Vi j is
calculated in Eq. (4.6). If the signal strength Xi j is greater or equal than the distance between
2 neurons ‖ri− r j‖ then the jth neuron is firing and t(imp)

j = 0. If the signal strength is still

lower than required, then t(imp)
j is increased and the potential energy is decreased. In order to

acquire the travel time from the ith to the jth neuron, variable Ti j is calculated in Eq. (4.4).

t(imp)
i =

{
0 if Xi j ≥ ‖ri− r j‖, j ∈ Ci

t(imp)
i +1 otherwise

(4.3)

Ti j =
{

t(imp)
i if Xi j ≤ ‖ri− r j‖, j ∈ Ci (4.4)
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(a)

(b)

Figure 4.5: Environmental influence represented by surrounding neurons, where each neuron
has 3-D coordinate information (a) from top view (b) side view

x(PSP)
i (t) = P(PSP)

i · e

−t(imp)
i
τi


(4.5)

dVi j(t)
dt

=Vi j(t−1)+(Ei−X (ext)
i j (t)) (4.6)

Figure 4.5 shows how the environmental condition influences the spike signal travel. Fig-
ure 4.5a illustrates the neuron connection from top view. Only the neuron inside the influ-
enced area can influence the spike signal travel. In Fig. 4.5b, the height difference between 2
neurons causes the weight force (s(w)) and the friction force (s( f )) to also influence the travel
of spike signal.

The external influence signal between the ith neuron and the jth neuron at certain time
sampling t is represented by Xext

i j (t) and computed in Eq. (4.7). There are 4 influence pa-

rameters calculated in Eq. (4.7), where s(unp)
i j represents the unpredictable obstacle, s(w)i j rep-
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resents the influence of weight force of the robot which is illustrated in Fig. 4.5, s( f )
i j is the

constant value representing the predicted friction value, and s(s)i j represents the influence of
the other neurons against the signal between the ith neuron and the jth neuron. In Eq. (4.8),
s(w)i j is the external disturbance representing the self influence of the robot’s weight between
the height position of the ith neuron and the jth neuron depicted in Fig. 4.5b, where m

is the robot’s mass and g is the gravity acceleration. In Eq. (4.9), the effect of the height
of the neuron around the signal line is calculated, where dC j,k = (r j − x(r)i, j ) · (rC j,k − x(r)i, j ),

hC j,k = (rC j,k−x(r)i, j )[0 0 1], x(r)i, j is the location vector of the spike signal during neuron trans-
mitting from the ith neuron to the jth neuron, and dmax is a constant value representing the
maximum influence of the neuron signal.

Xext
i j (t) = s(unp)

i j + s(w)i j + s( f )
i j + s(s)i j (4.7)

s(w)i j = m ·g · [0 0 1]
ri− r j

‖ri− r j‖
(4.8)

s(s)i j =
C j,0

∑
k=1

dC j,k ·hC j,k · exp

(
−

(
‖rC j,k−x(r)i, j ‖

dmax

))
(4.9)

hext
i j represents the external influence between the ith neuron and the jth neuron. Ci con-

tains the neuron IDs which are possibly connected to the ith neuron. Ci is defined based on
Eq. (4.10), where Ci,0 is the number of possible connections to the ith neuron. The spreading
of possible connections is influenced by γ in f representing the strength of scope.

Ci,k = j, Ci,0 = k if ‖ri− r j‖≤ γ in f , j ∈ Ci, k++ (4.10)

The main process of the proposed algorithm is explained in Algorithm 10, which starts with
initializing all components and finding the possible interconnection in each neuron explained
in Algorithm 9.

4.2.2.1 Synaptic Pruning with Backward Transmission Model

In human brain development, during childhood, more than half of the synapses in the
human brain are removed until puberty phase, which process is called synaptic pruning. In
1979, Huttenlocher showed the evidence for synaptic degradation in some areas of the human
brain [117]. This process improves the performance of an associative memory network with
limited synaptic resource. The strategy of the synaptic pruning is based on the weakness of
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Algorithm 8 Pathway generation represented by Fig. 4.4

1: Initialization; i← 1 to N(neuron)
max

2: Possible interconnection generation in ith neuron explained in Alg. 9 i← 1 to N(neuron)
max

k← 1 to Ci,0
3: j←Ci,k Fi, j(t)> 0
4: calculate Xext

i, j (t) by Eq. (4.7)
5: calculate Xi, j(t) by Eq. (4.1)
6: calculate Ti, j(t) by Eq. (4.4) Xi, j ≥ ‖ri− r j‖
7: ith neuron spikes
8: t(imp)

j = 0

Algorithm 9 Possible connection searching algorithm
1: input: i as neuron ID
2: Ci,0← 0
3: k← 0 j← 1 to N(neuron)

max i 6= j
4: d←‖ri− r j‖ d ≤ γin f
5: Ci,(k+1)← j
6: k++
7: Ci,0← k

the synapses [39].
In this grand system, we use communication system where the size of data causes the ac-

curacy and the speed of transmission. In the proposed path planning, the number of synapses
is based on the signal transmission process. If we have a big number of neurons represent-
ing the map, then the number of synapses will increase. Therefore, we will optimize the
number of synapses representing the path planning trajectory by using the synaptic pruning
mechanism.

In the mathematical model shown in Eqs. (4.11) and (4.12), we use neural regulation-
driven synaptic modification (NRSM) first proposed by Chechik et al [40].

W
′
(t +1) = W(t)− (W(t))α

µ(t) (4.11)

W(t +1) = W
′
(t +1)

f 0
i
f t
i

(4.12)

In this proposed model, notation Wi represents the age of the ith neuron which also
represents the age of the weight connections to the ith neuron. In Eq. (4.11), µ(t) is the
sigmoid function sgn(η−ε) at time step t, where η is the threshold value of the neuron, and
synaptic reduction, ε is the degree of pruning calculated in Eq. (4.13), and power α defines
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the degradation dimension parameter chosen in the range [0,1]. In Eq. (4.13), α(l) and α(d)

are constant variables representing the degree of neuron distance effect and the deviation
angle effect, respectively and hPSP

i (t) is the presynaptic spike output in the ith neuron. In
this SP model, we set f 0

i / f t
i that represents the input field of the ith neuron at time step t in

Eq. (4.12) as one.

Figure 4.6: Illustration of the components that influence the synaptic pruning

ε = hPSP
i (t) · (α(l)

β
(l)
i +α

(d)
β
(d)
i ) (4.13)

β
(l)
i = ‖rk− r j‖ (4.14)

β
(d)
i = ‖(rk− ri)− ((rk− ri) ·n)n‖ (4.15)

In this stage, we calculate the influence component in synaptic pruning process which
is depicted in Fig. 4.6. We consider the length of the point β

(l)
i calculated in Eq. (4.14)

and the deviation angle β
(d)
i calculated in Eq. (4.15) in the synaptic pruning model for the

proposed path planning where its illustration is shown in Fig. 4.6. In the future we will
consider the effect of the neighbor neuron in synaptic pruning. In Eq. (4.15), n is the unit
vector of (rk− r j).

The synaptic pruning model is performed during the backward signal processing. When
the neuron is firing, then the SP decision is performed. When the age of the ith neuron Wi is
getting zero then the connections to that neuron are reduced, and a new connection is created
to the previous firing neuron that is connected to the ith neuron.

In backward signal processing, we use a simple spiking neural network depicted in
Fig. 4.7, whose mathematical model can be seen in Eqs. (4.17), (4.18), (4.19), (4.20). After
the forward signal processing finishes, then the neuron at target point fires the impulse sig-
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Figure 4.7: Simple spiking neuron model for backward transmission

nal. The signal will be generated to the neuron at starting point. The backward signal will be
calculated in Eqs. (4.17) and it is influenced by the synaptic weights calculated in the for-
ward transmission. hi is calculated in Eq. (4.17), where hsyn

i (t) includes the weighted pulse
outputs from the other neurons which is calculated by Eq. (4.18) and the reduced value of
the internal state in the previous time step which is calculated by Eq. (4.19).

In Eq. (4.18), X (w)
ji is a weight from the jth neuron to the ith neuron calculated from the

travel time of neuron presented by variable Ti j calculated in Eq. (4.4), hPSP
i (t) is the Post-

Synaptic Potential (PSP) approximately transmitted from the ith neuron at the discrete time t,
and N is the number of neurons. The presynaptic spike output is transmitted to the connected
neuron through the weight connection. hPSP

i (t) is calculated in Eq. (4.20), where t( f )
i is the

last firing of the ith neuron, and τi is a parameter which influences how long the firing of the
neuron has an effect to the connecting neurons. When the internal state (membrane potential)
hi in the ith neuron is higher than the threshold Θ, then the ith neuron fires the pulse signal
calculated as follows:

pi =

{
1 if hi ≥Θ

0 0therwise
(4.16)

hre f
i (t) is used for representing the refractoriness of the neuron. This means that after the

neuron fires, its internal state value is decreased using the refractoriness component, in order
to avoid the continuous firing of the neuron within a short time. In Eq. (4.19) R > 0, γre f is
a discount rate of hre f

i , and 0≤ γre f ≤ 1.

hi(t) = tanh(hsyn
i (t)+hre f

i (t)) (4.17)

hsyn
i (t) = γ

syn ·h(PSP)
j (t)+

N

∑
j=1, j 6=i

X(w)
i j (t +1)h(PSP)

j (t) (4.18)

hre f
i (t) =

{
γre f ·hre f

i (t−1)−R if pi(t−1) = 1
γre f ·hre f

i (t−1) otherwise
(4.19)
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(a)

(b)

Figure 4.8: Grand design of the integrated system (a) connection model (b) system model

h(PSP)
i = e

− t−t( f )
i

τi
)


(4.20)

4.2.3 Application design

In this part we explain the integration system in order to support the proposed model.
There are three supporting systems required for this proposed model, which are drone, server
monitor, and robot. The drone is for generating the map and sending it to the server monitor
via radio communication. It captures the area by using Kinect camera. The server monitor
processes the proposed path planning based on the local condition that is sent from the robot
and the primary map data sent from the drone. In order to find the unpredictable obstacle, the
robot is equipped with ultra sonic (US) sensor and touch sensor, and periodically sent those
sensor data to the server monitor via Bluetooth communication. The systems integration is
depicted in Fig. 4.8.

99



CHAPTER 4. MACROSCOPIC NEURO-COGNITIVE ADAPTATION

4.2.3.1 Robot Design

In this research, we applied the proposed path planner model for walking trajectory gen-
eration of a 4-legged robot with 12 degrees of freedom depicted in Fig. 4.10 and its joint
structure is depicted in Fig. 4.9, where there are 3 degrees of freedom (hip-x, hip-y, and knee
joint) in each leg. The robot’s size is approximately 30cm×18cm×20cm, and its weight is 2
kg. Its mechanical frame is built using Bioloid Comprehensive Kit. The locomotion system
and its stability have been developed in the previous research [259] combined with trajectory
based locomotion [177, 253].

In order to support the proposed path planner and detect unpredictable collision, the robot
is equipped with additional sensors, which are 4 touch sensors and 2 ultra sonic sensors.

Figure 4.9: Joint structure of the robot

4.2.3.2 Integrated System

By using the proposed neuro-cognitive model, the possibility of the implementation of
the dynamic path planning in disaster area is very high. The connection model of the sup-
porting system is illustrated in Fig. 5.23a, where each system is integrated through wireless
connection. In the grand application, we use Bluetooth connection for communicating be-
tween the robot and the monitoring system, and radio communication for communicating
between the drone and the monitoring system.

4.2.4 Experimental Results

In the experimental result, we illustrate the effectiveness of the proposed neuro-activity
based path planning model in both grid map model and topological map model. We show the
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(a) (b)

Figure 4.10: Design of the real robot a) from the front; b) from the left side

signal transmission model and the synaptic pruning that is used in this proposed model. We
create artificial terrain as the experimental object and show the effectiveness of the model
responding to the environmental changing. In order to show the integration system, we ap-
plied the proposed model in a 4-legged robot movement trajectories in computer simulation
ODE. Moreover, we implemented the proposed model in a real 4-legged robot, in order to
show the feasibility in the real case.

Table 4.1: Parameter Values

Parameter dmax P(PSP)
i γsyn γre f R Θ α(l) α(d)

Value 1.2 30 0.05 0.2 10 0.8 0.3 0.7

4.2.4.1 Neuron Transmission and Synaptic Pruning Experiment

In this experiment we create the illustration of the 3-dimensional uneven terrain. The
artificial map can be seen in Fig. 4.11. In order to implement the proposed path planning, we
converted the map data into grid map model and topological map. Furthermore, we compare
the trajectory resulted by the proposed model. The parameters of FT and SP-BT model used
in this experiment are shown in Table 4.1.

In this path planning we design the backward transmission with short term impulse firing
signal. We put the same starting point and target point in grid map experiment and topo-
logical map experiment, both of them having 3 scenarios in this experiment with different
starting point and target point which can be seen in Fig. 4.11. We choose the most difficult
combinations of starting point and target point. In the first experiment, the starting point was
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(a)

(b) (c)

Figure 4.11: Experimental terrain (a) perspective view (b) top view (c) Grid map model of
experimental terrain
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{0.5,11} and the target point was {11.0,1.0}, in the second experiment, the starting point
was {0.2,7} and the target point was {6.5,11.5}, and in the third experiment, the starting
point was {11.2,9} and the target point was {7.0,1.0}.

Grid map model In the grid map model, we adjust the resolution of the grid map
model. Figure 4.11c displays a grid map model whose resolution is 20 x 20 unit. The different
color in each point represents the height of the point. When the map is looked from the
perspective view in Fig. 4.11a, the difference between the heights of each point can be seen.
In this grid map model based path planning, there are 400 neurons representing the map
model, since one neuron represents one point.

In these experiments, we show the difference between path planning model without
synaptic pruning model and with synaptic pruning model as shown in Fig. 4.12.

The experiments in Fig. 4.12 confirm the effectiveness of the forward neuron transmis-
sion model in generating the possible pathway with undefined travel cost. The backward
transmission also successfully formed the pathway based on the connection generated by
forward neuron transmission.

From the result shown in Fig. 4.12, the path plannings using neuron transmission model
with synaptic pruning model represent the path with smaller number of neurons. There are
25 neurons, 27 neurons, and 17 neurons representing the pathway without SP-BT model
and 13 neurons, 14 neurons, and 10 neurons representing the pathway with SP-BT model
in the first, second, and third experiment, respectively. SP-BT model proposed in this path
planning model can effectively deactivate the weak neurons and also reduce the synapse
which is connected to that neurons. In the case of huge map, this SP-BT model can reduce
the size of the data representing the pathway therefore the communication weight can be
reduced between the monitoring system and the robot.

Topological map model In the topological map based model, we reconstruct the map
shown in Fig. 4.13 by using GNG proposed in [288]. By using this topological based map,
the number of neurons required is smaller than in the grid map model. In the topological
based map there are 165 neurons. In this experiment we set the maximum potential value
P(PSP) as 45, 50, 60 in the first, second, and third experiment.

In these experiments shown in Fig. 4.14, we present the performance of the proposed
path planning model. The SP-BT model was also applied in topological map model which
is depicted in Fig. 4.14b. The SP-BT model reduced the number of evolved neurons in the
pathway from 16 neurons to 8 neurons. The spike signal of neurons in this experiment can
be seen in Fig. 4.15.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.12: Result of neuron transmission model in grid map model from top view (a) first
experiment (S1 = {0.5,11} and T 1 = {11.0,1.0}) without SP-BT model (b) with SP model (c)
second experiment (S2 = {0.2,7} and T 2 = {6.5,11.5}) without SP-BT model (d) with SP-BT
model (e) third experiment (S3 = {11.2,9} and T 3 = {7.0,1.0}) without SP-BT model (f) with

SP-BT model
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(a)

(b)

Figure 4.13: Topological map model of experimental terrain (Fig. 4.11a) (a) top view (b) per-
spective view
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(a) (b)

(c) (d)

Figure 4.14: Result of neuron transmission model in topological map model from top view (a)
first experiment (b) first experiment with SP-BT model (c) second experiment (d) third experi-

ment
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Figure 4.15: Firing signal of neurons in FT and SP-BT processes, where the red circle repre-
sented pruned neuron and blue circle represented the neurons which constructed the pathway

trajectory

107



CHAPTER 4. MACROSCOPIC NEURO-COGNITIVE ADAPTATION

4.2.4.2 Performed with unpredictable collisions

We put 3 unpredictable collisions in different positions, where the first, second, and third
obstacle are located in p1 = (4.0;9.0), p2 = (2.0;10.0), and p3 = (7.0;5.0), respectively. The
result depicted in Fig. 4.12 shows, that the path planning model can dynamically change the
pathway when it finds unpredictable collision. In Fig. 4.16a, the proposed model generates
the initial pathway based on the initial map reconstruction. When the robot moves to a cer-
tain position, the robot finds the obstacle and the path planning model changes the pathway
depicted in Figs. 4.16b, 4.16c, and 4.16d.

This experiment proves the flexibility of the proposed path planning model when finding
unpredictable collisions.

4.2.5 System Integration

In this experiment we prove the effectiveness and the feasibility of the proposed model to
be applied in the real cases. In order to be applied into the robot, it requires system integration
for integrate all subsystem of motion capabilities. The system integration model can be seen
in Fig. 4.8. There are 3 subsystem to be integrated, 1) motion planning model, 2) locomotion
generator, and 3) stability model. From the topological map model, proposed neural based
motion planning model generate path planning and send the desired walking provision to
locomotion generator. After that locomotion generator generates signal in joint angle level. In
order to recover and stabilize from disturabance, stability model sends feedback information
to locomotion generator. These experiments are divided into 2 experiments, a simulation case
and a real case.

4.2.6 Simulation case

Open Dynamics Engine is used as the 3-D simulation software. We implemented the
grid map model in order to adjust with simulation software ODE. The map model that is
used for this experiment can be seen in Fig. 4.11c. In this simulation case, we perform the
robot to move from starting point to target point based on the pathways generated in the Grid
Map Model experiment. The result of the robot movement in each experiment can be seen
in Fig. 4.18a and 4.18b. The result of the first experiment in the case without unpredictable
obstacle shown from perspective view can be seen in Fig. 4.17. In the first experiment in the
case with unpredictable obstacle, when the robot’s sensor approaches and finds the obstacle,
then the path planner dynamically changes the pathway shown in Fig. 4.18c. Figure 4.18c
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(a) (b)

(c) (d)

Figure 4.16: Result of neuron transmission model in grid map model (a) initial pathway (b)
changing pathway when the robot found the first obstacle (c) second obstacle (d) third obstacle.
The black point represents the obstacle position and the gray point represents the influence of

the existence of the obstacle
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(a)

(b)

Figure 4.17: Robot is performing the movement on rough terrain (first experiment) from per-
spective view (a) without unpredictable obstacle (b) with unpredictable obstacle

shows the effectiveness of the proposed model with unpredictable obstacles, where the path-
way changes from the pathway shown in Fig. 4.18a.

When the robot moves directly from the starting point to the target point without follow-
ing the pathway generated by the proposed path planning model, the robot will be falling
down as shown in Fig. 4.18d. By following the pathway generated by the proposed path
planning model, the robot successfully moved from certain starting point to target point.
Figure 4.18 shows the comparison between robot movement with the proposed model and
without the proposed model. It also proves the effectiveness of the path planning model that
can generate a safe path and improve the performance of the robot movements on uneven
terrain. The robot was falling down because it was moving on a high slope terrain that is
not covered by the robot’s stability system. The proposed model chose the fastest way but
considering the safe pathway and the performance of the robot itself.

4.2.6.1 Real case

In the real case, we built the miniature of the map depicted in Fig. 5.54 and implemented
the 4-legged robot explained in Section 7.3. We set low speed in the small 4-legged robot with
maximum speed 5 cm/s. The size of map is 200 cm times 180 cm and it was reconstructed
into topological map depicted in Fig. 4.19c and 4.19d by using 3-D reconstruction algorithm
proposed in [288]. The dynamic environment is represented by the unpredictable obstacle.
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(a) (b)

(c) (d)

Figure 4.18: Result of the robot movement based on the generated pathways (a) pathway gen-
erated in the first experiment (b) second experiment (c) first experiment with unpredictable ob-
stacle (gray color as the obstacle and the black one is a shadow of the obstacle) (d) without

performing the generated pathway (fallen down)
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(a) (b)

(c) (d)

Figure 4.19: Artificial map represents real cases (a) real terrain (b) feature extraction by using
Kinect camera (c) reconstruction into topological map (d) topological map from top view

In this experiments, we conducted 2 scenarios which are path planning without and with
unpredictable obstacle.

In the first scenario, we chose the starting point at coordinate (15, 15) and target point
at coordinate (180, 15) in centimeter. The flexibility with any unpredictable obstacle was
also performed in this experiment. We used the same starting and target point, and put the
obstacle during performing the movement.

The initial pathway (without obstacle) generated by the proposed model can be seen in
Fig. 4.20a, when the robot detects the obstacle by using ultrasonic sensor, then the robot
sends the information that there is an obstacle at certain position to the path planning system
through Bluetooth communication. After that, the system changes to the other possible path-
way. The changing pathway can be seen in Fig. 4.20b and 4.20c. By following the pathway
generated by the proposed path planning model, the 4-legged robot successfully moved from
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(a) (b)

(c)

Figure 4.20: Result of path planning model in topological map model (real terrain) (a) initial
pathway (b) changing pathway when the robot found first obstacle (c) final pathway
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(a)

(b)

Figure 4.21: 4-legged robot is performing the movement on real rough terrain (a) without un-
predictable obstacle (b) with unpredictable obstacle

certain starting point to target point and also successfully avoided the obstacle. This path
planning model also improves the performance of the robot movement on uneven terrain as
depicted in Figs. 4.21 and 4.22. Figures 4.21 and 4.22 show the robot movement trajectory
on uneven terrain from perspective view and top view in both without unpredictable obstacle
and with unpredictable obstacle.

In the parameter effect discussion, we analyze the adjusted parameter with the result
of the pathway. Spreading parameter (γ in f ) representing the strength of scope in forward
transmission model will affect the number of connections. If the parameter is too small,
only few pathway possibilities can be generated by forward transmission. If the parameter is
too big, inappropriate connection can also be generated. Therefore, this parameter should be
adjusted according to the resolution of the topological map. Constant variables (α l) and (αd)

representing the degree of neuron distance effect and the deviation angle effect in synaptic
pruning model are the parameters that affect the reducing of the represented neuron in the
pathway. The value of parameters will influence the number of reduced neurons and the
pathway changing. Therefore, the optimal value should be chosen based on the topological
map resolution.

These implementations are still not enough for representing advance cases such as disas-
ter area or mountains area. However, these implementations and the conducted experiments
prove the capability of the proposed path planning model to be applied in further advance
implementation.

In the performance aspect analysis based on the experimental result, the proposed model
has advantages which are listed as follows:
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(a)

(b)

Figure 4.22: Result of the 4-legged robot movement based on the generated pathways on real
rough terrain (a) without unpredictable obstacle (b) with unpredictable obstacle
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Table 4.2: Comparison of Path Planning Models and their Performances Aspects

• Implementing online path planning with unpredictable obstacle.

• Considering 3-D path planning with undefined travel cost.

• Considering the neuron efficiency for reducing the memory usage in communication.

In this performance analysis, the computational cost is difficult to be compared, because the
application and the constraint are different such as in 2-D or 3-D, the existence of travel cost,
and its application area. Nevertheless, there are 6 aspects tabulated in Table 4.2 that shows
the superiority of the proposed path planning model.

4.2.7 Discussion on Neural-based Path Planning

This research proposed a natural mechanism of the human brain in order to generate a
dynamic path planning in rough terrain with undefined travel cost. There are 2 algorithm
processes in this proposed model, forward transmission and synaptic pruning with backward
transmission. First, FT generates the impulse signal to neighbor neurons, defines the travel
cost, and creates the neuron connection. Second, after target neuron is connected and gets
the impulse, then the synaptic pruning and backward transmission are performed. These
algorithms are implemented in grid map model and topological map model. One point is
represented by a neuron in this proposed model.
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Based on the experiments in both grid map model and topological map model, FT model
successfully constructed the neuron connections for finding the possible way. SP with BT
also successfully found the possible pathway from current position to target position and
reduced inefficient neuron in both map models, however the considered condition in SP
model is required to be increased. These possible pathways are also proved by performing
the robot in both computer simulation and real robot. The robot successfully moved from
starting position and target position when following the pathway generated by the proposed
path planning. This proposed path planning model supports the performance of the robot
movement. When the robot moved directly from the starting point to the target point without
following the pathway generated by the proposed path planning model, the robot will fall
down.

The flexibility of this dynamic path planning was proved by the experimental result in
computer simulation and real robot. When the robot follows the pathway and finds the ob-
stacles, then the path planning model is changed to another possible pathway which is ap-
propriate with robot ability.

In the future application, the proposed path planning will be applied for advance cases
such as in disaster area, hills or mountains area. In order to improve the flexibility of the
path planning, the supporting sensor for this proposed model will be improved in the robot
application.
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Chapter 5

Mesoscopic to multi-scopic Adaptation

In this chapter, I provides the concept model in mesoscopic level, which manages and
processes data from microscopic to macroscopic and vice versa. The model can be seen in
Fig. 5.1. The important of this system is to integrate smoothly and strongly between lower
level planning (MiSc) and higher level planning (MaSc).

Figure 5.1: Diagram of mesoscopic level of neuro-cognitive model

I build the localization model by using topological map generated by DD-GNG in MiSc.
I present continuous and real-time the cognitive map building by using the topological struc-
ture information from lower level, composed as 3D vector position of nodes, edges, and 3D
surface vectors of nodes. The model also classifies obstacle, wall, flat terrain or rough ter-
rain, and certain object such as rungs of the ladder. Thus, this information will be transferred
to the MaSc level. Besides that, the motion planning generated from the MaSc level will be
processed for the neuro-locomotion in the MiSc level by using behavior generation and its
localization. The learning process to integrate the relationship be-tween behavior command
and locomotion performance is developed as well. The proposed model has been tested for
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omnidirectional movement in biped and quadruped robot. It has also been implemented for
robot climbing behavior, performing a horizontal-vertical-horizontal movement.

5.1 Localization model from Topological Structure

To support the cognitive map model, mesoscopic level should provides some localiza-
tion information such as SLAM. The localization should be continuously generated. The
localization algorithm there are integration of many sensor such as laser range finder, rotary
encoder, IMU sensor, GPS and also camera [15, 48]. Nowdays, SLAM using 3D point cloud
information provided by LiDAR or depth sensor is the one of the favorite model [51]. It also
can be use for underwater localization [209]. There are many method for localization and
map building using 3D point cloud. The Iterative Closest Point (ICP) algorithm is an effi-
cient model for registering the point cloud from different perspective [25]. The model has
been successfully combined with a heuristic for closed loop detection and a global relaxation
method for 6D SLAM [202]. Ohno et al, has a similar model to build real-time 3D map re-
construction and trajectory estimation [203]. However, the current state of 3D localization
and map building are required high computational cost and quite sensitive with noise of 3D
point cloud data, especially for continuous localization.

To dealt with the memory consumption, OctoMap presents probabilistic occupancy es-
timation for generating volumetric 3D environmental model [114]. This model is difficult
to build for high resolution map [328]. The size of map memory should be defined in prior.
Vespa et al improve the occupancy mapping and the accuracy of the map by integrating with
TSDF mapping [299]. However the volumetric strategy based map representation has use-
less voxels in flat area of non rough area. Moreover, the dynamism of spreadness of data
representation is limited. It cause the increasing of computational cost for large area.

Therefore in this section, I proposed a real time and continuous map building algorithm
using topological structure as an input. Bloesch et al use triangular meshes as both com-
pact and dense geometry representation. They propose a view-based formulation for which I
predict the in-plane vertex coordinates directly from images and then employ the remaining
vertex depth components as free variables, to simplify and incrase the computational speed
[28].

The problem in the topological input is in the representation of small object of small
texture. Our model is supported by proposed attention control mechanism powered by DD-
GNG. It generated dynamic density topological node that can control the number of node
representation depending on the texture of the detected area.

In other hand, building a cognitive map requires an integration with robot embodiment.
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Different embodiment of the robot may have difference cognitive map in coverage motion
viewpoint. Current SLAM model has limited on such kind of information. It provides a map
reconstruction and localization without considering the capability of the robot.

The topological structure is composed as 3D vector position of nodes, edges, and 3D
surface vectors of nodes generated from growing neural gas. I use only 3D point cloud data
generated from time of flight sensors.

Figure 5.2: Diagram of Localization and Mapping using topological information

The localization model can be seen in Fig. 5.2. The topological structure with label in-
formation is the input of the system. There are two step for building the localization and
mapping, which is Confidence Node collection and Surface matching. Assumed, Q as the
nodes of map composed as (3D posisition (Qn), 3D surface vector (Qv), label (Ql), and mag-
nitude of surface vector (Qm)), NQ is the number of map’s nodes, A as the nodes of GNG
composed as (3D posisition (An), 3D surface vector (Av), label (Al), and magnitude of sur-
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face vector (Am)), NA is the number of GNG’s nodes, s is the global position of the robot,
and ` is the euler angle from the earth.

5.1.1 Confidence Node Selection

In this part, I select the appropriate node’s which has stable normal vector calculated in
Dynamic Attention Model in Section 3.1. In the initial condition, the selected node will be
added directly to the map’s structure. The step of node selection can be seen as follows:

1. Nd ← 0, Nd is the number of confidence nodes.

2. d = the vector of assigned node id, i = 0.

3. dNd ← i,Nd ← Nd +1 if ith node has stable normal vector

4. i++, return to step 2 if i≤ NA

5.1.2 Surface Matching

After selecting some appropriate nodes, the module will match the normal vector and
position with the map’s structure. There are three steps, 1) Find nearest map’s structure, 2)
6D vector matching, and 3) Add new map’s nodes.

5.1.2.1 Find nearest map’s structure

The module will search the nearest map’s node and similar normal vector with the as-
signed node. If the module can not find in the defined range, then the node will be not
processed for the next step. Only node that has assigned to map’s node will be selected to be
processed in the next step. The Illustration of the assigned node can be seen in Fig. 5.3b. For
each selected GNG nodes, I calculate the different of the position and vector of surface with
surrounding map’s node in Eqs. (5.1) and (5.2).

ldi, j = ‖Q
n
j −An

di
‖ (5.1)

vdi, j = Â
v
di
+ Âv

di
(5.2)

where, ldi, j and vdi, j are the distance and degree of vector similarity between dith GNG node
and jth Map’s node, respectively. The module will choose the nearest distance of node in
limited area with high similarity value of surface vector.
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(a)

(b)

Figure 5.3: (a) Robot design from front side (b) Robot design from side.
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5.1.2.2 6D Vector Matching

In this part, I fit the assigned nodes to the map’s node. To fit the position of the nodes, I
calculate the different of the 3D position in Eq. 5.3, where ṡ(t) the difference of position

ṡ(t) =
1

Nd

Nd

∑
i=0

((Qn
ei
−An

di
)̇̂Av

di
)Âv

di
(5.3)

s(t +1) = s(t)+ ṡ(t) (5.4)

˙̀(t) =
1

Nd

Nd

∑
i=0

Θ (5.5)

`(t +1) = `(t)+ ˙̀(t) (5.6)

5.1.2.3 Add new map’s node

In this part we merge the associated GNG node and maps nodes. The associated pair of
gng node and map node is compared. Next, the associated gng node which doesnt have pair
with maps node, will be added as new maps nodes.

5.1.3 Performance’s test

.
In order to show the effectiveness of the proposed localization and mapping model, I

conducted several test in simulation and real experiments. I use the topological structure
generated by dynamic attention model explained in Section 3.1 as the input of the model.

5.1.3.1 Simulation

In computer simulation, we created artificial room and corridors with some obstacles.
We created buggy-type robot which is attached by artificial depth camera in simulation Open
Dynamics Engines.

5.1.3.2 Real implementation

In the real implementation, I tested the proposed model for localization and mapping in
indoor and outdoor. In the indoor implementation, we use
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5.2 Behavior coordination

The aim of this system is to generate the behaviors for representing omni-directional
movement. In this section, walking behavior and optimization strategy are explained. In or-
der to build omni-directional movement, at least there are 3 parameters, sagittal movement,
coronal movement, and turning movement [276, 273]. Therefore, in the behavior building
processes, behavior of 3 walking parameters are optimized in different value of each param-
eters.

5.2.1 Behavior Building

Since the neuro based locomotion are implemented, behavior building implies to build
the neuron interconnection. Different structure will generate different walking behavior. In
this part, I will explain the strategy for optimizing the interconnection structure depending
on the desired walking behavior. In this behavior forming, the optimization processes are
separated by 3 parts, forming sagittal direction behaviors walking in different speed, forming
coronal direction behaviors in different speed, and turning behaviors in different degree of
turning level.

5.2.1.1 Sagittal direction behaviors optimization

Optimization objective is improved from single objective to multi-objective optimization
and also the encoding process. I expect to build the walking behavior with stable pelvis
speed with desired length of step and height of step. This model will be optimized using the
proposed learning model explained in Section 5.3.

In the fitness model, I minimize the error of pelvis speed, error of step length, and error of
step height. Error of pelvis speed E(a)

v is calculated as E(a)
v =∑

T
t=1(d

(v)
x −vx(t))2, where t and

T are the time unit and maximum time, d(v)
x is the desired speed, and v(t) is the current speed

in sagittal direction. Error of step length (E(a)
l ) is calculated as E(a)

l = ∑
Ns
s=1(d

(l)− l(s))2,
where, parameter s and Ns are the current step and maximum step resulted until maximum
time (T ), d(l) is the desired length of step, and l(t) is the length of step in sth step. Error
of step height (E(a)

h ) is calculated as E(a)
h = ∑

Ns
s=1(d

(h)−h(t))2, where, parameter d(h) is the
desired height of step and h(s) is the height of step in sth step. Considered parameters are
grouped into 2 fitness functions are calculated as minimization shown in Eqs. (5.7) and (5.8).

g1−28 = argmin
wi, j

(E(a)
v +E(a)

l ) (5.7)
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(a) (b)

Figure 5.4: (a) Robot design from front side (b) Robot design from side.

g1−28 = argmin
wi, j

E(a)
h (5.8)

This optimization will be conducted P+1 times with different walking speed, where d(v)
0

is minimum desired speed vmin and d(v)
P+1 is maximum desired speed vmax where the speed

iteration is (vmax− vmin)/P.

5.2.1.2 Coronal direction behaviors optimization

In this interconnection optimization, I expect to build the walking behavior with desired
step length in coronal direction. In the evaluation model, I minimize the error of pelvis speed
in coronal direction, error in length of step in coronal direction, and error of center of mass.
The error of pelvis speed in coronal direction E(b)

vy is calculated as E(b)
vy =∑

T
t=1(d

(v)
y −vy(t))2,

where, t and T are the time unit and maximum time, d(v)
y is the desired speed, and vy(t)

is the current speed in coronal direction. The error in length of step in coronal direction
E(b)

ly is calculated as E(b)
ly = ∑

Ns
s=1(d

(l)y − ly(s))2, where, d(l)y is the desired length of step,
and ly(s) is the length of step in sth step in coronal direction. and error of center of mass
E(b)

CoM is calculated as E(b)
CoM = ∑

T
t=1(yCoM(t)− ypelvis(t))2 where, parameter yCoM(t) is the

center of mass and ypelvis is the pelvis position in coronal direction. Considered parameters
are grouped into 2 fitness functions are calculated as minimization shown in Eqs. (5.9) and
(5.10).

g29−51 = argmin
wi, j

(E(b)
vy +E(b)

ly ) (5.9)
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Figure 5.5: Sample of fitness evolution of population in every generation (a) with 5 m/s of desire
walking speed (b) with 7 m/s of desire walking speed

.

g29−51 = argmin
wi, j

E(b)
CoM (5.10)

5.2.1.3 Turning direction behaviors optimization

Neuron representing the turning behavior will be optimized in each speed level. In the
evaluation process, I minimize the error of the walking direction E(c)

t which is calculated in
Eqs. (5.11), (5.12). In Eq. (5.11), dα is the desired turning angle and α = θ(l)−θ(r), where,
θ(l) and θ(r) are the angle value of hip-z joint in left and right leg, respectively. Second
evaluation, I consider to minimize turning speed which is calculated in Eq. (5.12).

E(c)
t =

{
α−dα if s%2 = 0
0 otherwise

(5.11)

E(c)
a =

T

∑
t=1

(α(t)−α(t−1))2 (5.12)

5.2.2 Behavior Learning Strategy

The aim of this learning model is for learning the walking behavior of biped robot in
unscaled omni-directional movement and avoiding the complexity of neural interconnection.
Omni-directional locomotion based on neural oscillator in this proposed section is separated
by 2 interconnections depicted in Fig. 5.7, where main interconnection structure represents
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(a)

(b)

(c)

(d)

Figure 5.6: Generated sagittal movement behavior in different speed (a) normal walking be-
havior in low speed (b) fast walking behavior in medium speed (c) jogging behavior in medium

speed (d) running behavior in high speed movement
.
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Figure 5.7: Online model of centered interconnection structure of omni-directional neuro based
locomotion model

.
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sagital walking behavior which has important role for generating the walking phase and
pattern, and branch interconnection structure represents turning and coronal behavior.

In centered learning model for omni-directional movement, I used modified multi layer
perceptron (MLP) which given some initial relationship walking pattern references generated
from behavior learning system in Section 5.2.4. The mathematical equations of the proposed
MLP has been explain in [243]. In order to optimize every walking pattern reference, I used
learning model explained in Section 5.3. Online terminology representing online reference
data will be updated from the walking parameter generated by optimized learning model and
walking analysis parameter. Reference data in this learning model, compose 11 input walk-
ing provision and 72 output parameter representing walking parameter. Since the reference
data will be updated every walking generation, the error resulted between desire walking
provision and the result of walking which its parameters generated learning model will be
reduced. In this model, unscaled omni-directional control and combination of walking be-
haviors are learned. Therefore after learned, walking provision in omni-directional move-
ment without scalling parameter can be as the input parameter in locomotion generator. The
synaptic weights in neural structure are generated based on the input of walking provision.

5.2.3 Experimental Result and Discussion

In order to prove the defectiveness of the proposed model, I implemented the proposed
model into computer simulation and using Open Dynamic Engine as the physics engine. I de-
signed biped robot with 4 DoF in each legs which can be seen in Fig. 5.4. In first experiment,
I optimized the interconnection structure respected to sagittal direction as the center structure
in order to get different speed of walking behavior. In second experiment, the branch struc-
tures (Coronal direction and turning behavior) and their interconnection with center structure
will be optimized.

5.2.3.1 Sagital Movement Optimization

In this optimization, I generated the walking pattern in different walking speed between
0m/s - 5m/s with iteration 0.2 m/s unit speed. I will generate the walking pattern with min-
imum energy required in every desire walking speed. I run the evolution process until 50
generations and took the best individual in every desired walking speed as the walking pat-
tern references. The sample of evolutionary process can be seen in Fig. 5.5. They also show
that the population is approaching the minimum error value in both fitness evaluation. There-
fore, the optimization will generate the desired movement with minimum energy required.
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From this experiment, I took the best pareto front solution in every desired sagital speed.
Therefore, one desired speed may generate more than one solution with different structure.
Since I had 26 desired sagital speed, I acquired 26 unique interconnection patterns. The
sample of sagital behavior can be seen in Fig. 5.6.

5.2.3.2 Coronal Movement Behavior

In coronal movement behavior, I generated 9 desired coronal movement speed in every
interconnection patterns, from 0.8 m/s to -0.8 m/s with interval 0.2 m/s. I chose the best solu-
tion in pareto front from with minimum desire speed error in every optimization. Therefore,
this coronal optimization I generated 234 interconnection structures. The sample of turning
behavior can be seen in Fig. 5.8.

5.2.3.3 Turning Movement Behavior

In turning movement behavior, I generated 9 desired turning movement speed in every
interconnection patterns, from−900/s until 900/s with turning speed interval 22.50/s. I also
chose the best solution in pareto from with minimum desire speed error in every optimiza-
tion. Therefore, optimization processes also generated 234 interconnection structures. The
sample of turning behavior can be seen in Fig. 5.9.

Since, every optimization behavior in branch structures had 234 interconnection struc-
tures, I got 468 behavior references in different movement provision.

5.2.4 Learning of Omni-directional Walking Behavior

After having generated behavior references in every movement behavior, I conducted the
unscaled omni-directional motion behavior by using proposed MLP. In this learning process,
I would like to achieve the relationship between walking input (degree of turning, sagittal
speed, coronal speed, phase different of 8 joint angle signals) and the interconnection struc-
ture of neural oscillator. There were 11 neurons in input layer, 20 neurons in every hidden
layer, and 72 output layer.

In order to decrease the complexity, I divided the MLP system into 36 system. Therefore,
every MLP had 2 neurons in output layer, where the structure can be seen in Fig. 5.10. In
order to generalize the system, I used k-fold cross validation, where the k value is 5. I trained
the training data (walking references data) until 2.106 iterations and the relationship error
can be decreased as shown in Fig.5.12.
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(a)

(b)

(c)

(d)

Figure 5.8: Generated coronal movement behavior in different speed (a) slow coronal walking
behavior in right direction (b) left direction (c) fast coronal walking in right direction (d) left

direction
.
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(a)

(b)

(c)

(d)

Figure 5.9: Generated turning movement in different behavior (a) turning right on a place (b)
turning left on a place (c) walking with turning right (d) walking with turning left

.
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Figure 5.10: Proposed MLP structure
.
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(a)

(b)

Figure 5.11: Generated dynamic signal movement in different behavior (a) signal output of the
motor neurons (b) the signal output converted in joint angle level

.
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Figure 5.12: Average error evolution with 4 samples of MLP’s cross validation errors
.
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Using this proposed learning model, dynamic signal in unscaled omni-directional walk-
ing controller can be achieved. Fig.5.11a show the neuron signal outputs with movement
provision changing in every 100 time sampling and Fig.5.11b shows the dynamic signal in
joint angle level.

5.2.5 Conclusion and Discussion

This section proposed the learning strategy for solving the complexity of neural structure
in neural oscillator based locomotion for generating omni-directional movement behavior.
Since multi-objective evolutionary algorithm is used as the behavior optimization, movement
provision and resulted energy are calculated as the fitness calculation, desired movement
behavior can be acquired with minimum energy required. In this optimization, the behavior
solutions was not deserved well, however, by increasing the number of generation, good
diversity can be acquired. In this proposed method, walking behavior references generation
took a long time, one reference behavior requires one optimization process. This is one of
the problems which should be solved in next development.

Walking behavior references is used as the training data of the learning model. Sepa-
rated MLP strategy is successfully approaching the relationship between input and output of
walking behavior. Training iteration and learning process take a long time, and also require
higher performance of learning model, such deep learning model. Input behavior references
are also required to be increased in order to specify variant behavior in one movement provi-
sion, since in this current state, redundant behavior may be generated in the walking reference
optimization. However, by using this proposed learning model with cross validation, omni-
directional movement behavior can be generated. The model can generate sagittal movement
from 0 m/s - 25 m/s, coronal movement from -5 m/s - 5 m/s, and turning speed (−π/2)0/s -
(π/2)0/s.

In the future, variant of walking input references should be increased by considering
internal and external sensory information in order to classify redundant behavior. In order
to improve the performance of learning model, high performance deep learning with online
application may be implemented.
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5.3 Tree-structured Learning Model and Optimization of
CPG

As naturally evolved, the human or animal locomotion process is the best model gener-
ating efficient movement and energy which has been optimized genetically. Because of that,
several researchers tried to imitate this natural process which is called bio-inspired model.
Besides, many researchers applied control based locomotion to achieving instant desired per-
formance. This section proposes the neural based locomotion using CPG model that can be
applied in many kinds of environmental condition inspired by the evolutionary process of
bacteria as the optimization model. Optimization is required for acquiring the best stability
in bio-inspired based locomotion.

Biological approach in locomotion is the alternative model of realizing the dynamical
system in order to move in an unpredictable area or any environmental conditions such as
rocky surface, soft, slippery ground and so on. The robot can be applied as a multi-purposed
robot in this way. There are still many constraints in this approach such as environmental
constraint, neuron constraint, joint constraint etc. Some researchers applied their locomo-
tion system in certain environmental condition, in certain slope terrain, and in certain slip-
pery level. Bio-inspired approach was also applied for identifying the appropriate number of
legs of a multi-legged robot in certain environmental condition [272]. Muscle-based skeletal
model is the part of bio-inspired locomotion as well. Topchyan et al. applied it for con-
trolling the biped robot locomotion [290]. Currently, muscle-based locomotion is applied
only for animation or simulation purposes [80, 152, 290, 89, 303]. Therefore, I implement
sensory-motor coordination which can be applied for robotic application using sensors. Gei-
jtenbeek et al. built muscle-based locomotion control for 3D simulated biped robot where
muscle forces are activated by signal activation [80], while Wang et al. built it for 2D simu-
lation [303]. Lee et al. also realized muscle-based locomotion for humanoid models actuated
by more than one hundred Hill-type muscles [152]. However, the muscle based and angluar
based actuator has own advantages.

Locomotion models based on a biological approach were proposed by several researchers
[120, 119, 122, 279, 189, 197, 247]. In bio-inspired approach, most researchers applied
two neurons representing one joint that generated mutual inhibition between certain neurons
called central pattern generator (CPG). This approach is inspired by the spinal cord system in
the vertebrates. Matos et al. implemented CPG in their bipedal robot locomotion [180]. Nas-
sour et al. proposed a neuro-locomotion model based on multi-layered neuron structure for
bipedal robot locomotion. Their proposed locomotion model achieved satisfactory walking
pattern with good stability [197].
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Bio-inspired adaptive locomotion implies the activity of the sensory-motor coordination.
Sensory information has to be utilized as the feedback input. However, this sensory-motor
coordination requires a complex interconnection structure. The major issue in this model
is the optimization. Some researchers used genetic algorithm to evolve the configuration of
the coupled neural oscillator in order to optimize the locomotion gaits [176]. However, that
does not represent the sensory-motor coordination. The dynamic structure of sensory-motor
neurons is hard to be optimized. Some researchers defined the neuron structure based on the
case study, in a certain environmental condition. A little difference in the implementation of
its parameter causes a big influence in the resulted locomotion pattern. Therefore, I represent
the neural interconnection by tree structure for simplifying the complexity of the structure.

In the optimization model, some researchers used genetic algorithm to optimize the per-
formance of locomotion [19, 310]. Baydin et al. applied genetic algorithm to form the walk-
ing pattern applied in a 5-joint biped robot [19]. In 2010, Park et al. designed a locomotion
using an evolutionary optimized CPG. They also proposed sensory feedback to support the
walking model [211]. In order to define the dynamic problem with unpredictable model,
some researchers applied Genetic Programming (GP) [143], the extension model of the ge-
netic algorithm [110]. GP can also be applied for the bio-inspired locomotion [69, 204].
Some researchers used GP in order to synchronize several joints in the locomotion genera-
tor [69].

In bio-inspired locomotion, I started to develop neural oscillator based 4-legged animal
locomotion. I designed a fix neural structure and applied multi-objective evolutionary algo-
rithm for the synaptic weight optimization [259]. Furthermore, I modified the neural structure
for biped robot locomotion [245]. These systems still have high constraint in their experi-
ments. I had to conduct preliminary tests in order to design the appropriate neural structure.
Therefore, neural structure should be evolved in order to adapt to unpredictable environmen-
tal conditions.

Evolving neural networks were applied to increase the performance of the locomotion
by either decreasing the computational cost or increasing the walking stability. Some re-
searchers conducted the evolving neural network in locomotion. Inden et al. developed the
evolving neural network to control a multi-legged robot with a ball-like morphology to move
on rough terrain [125]. Evolving spiking neural network was also applied to increase the
performance of the locomotion of a 4-legged robot [280].

In unpredictable environmental condition, I conducted the interconnection structure opti-
mization in neural oscillator based locomotion which was applied in a humanoid robot [255].
In that research, the interconnection structure can be optimized, but the number of neurons
was fixed and could not be optimized. Therefore, a dynamical number of neurons is required
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to be implemented for increasing the dynamic level of locomotion.
Based on that, I aim to develop an evolving neural oscillator in humanoid robot loco-

motion that can optimize not only the interconnection structure of the neurons but can also
reconstruct the number of joints and the number of neurons in each joint depending on the
given environmental condition. The idea is, that either the number of joints, or the num-
ber of neurons, or the interconnection structure are dynamically changed depending on the
condition acquired from the sensor equipped in the robot. For simplifying the optimization
strategy, I represent the solution of the neural interconnection structure by a tree structure.
While some researchers applied GP as the optimization model in robot locomotion, I apply
Bacterial Programming (BP) [30] for optimizing the neural structure of neural based locomo-
tion model. This optimization approach is inspired by the evolutionary process of bacteria.
Bacterial programming is implemented for optimizing the system in several environmental
conditions.

5.3.1 Sensory-motor Interconnection Model

In this model, I implement central pattern generator as the locomotion generator. I inte-
grate the motor neurons as output signal and sensory neurons as the feedback signal. I use
internal sensory information as the feedback signal which are tilt sensor (pitch and roll) and
ground touch sensor in both legs. In this locomotion model, the number of joints which are
activated in the robot’s legs depends on the environmental condition. This system deacti-
vates unused joints therefore it can reduce the energy consumption and computational cost.
In the system when a joint is deactivated, the neuron that represents it will not be calculated
in the proposed system. It can reduce the computational cost and energy consumption in
the CPU or Microcontroller. In addition, I may consider the number of joints required in a
certain environmental condition. It can also reduce the inefficient motor usage and energy
consumption.

I design the locomotion including 3 aspects which are gait generator system, optimiza-
tion system, and adaptive intelligent control system. The role of the gait generator is to
generate the walking pattern signal in joint angle level based on neural oscillator. The role
of the optimization system is to optimize the best neuron structure of gait generator in cer-
tain environmental condition. This system creates several best neuron structures in different
environmental conditions. The adaptive intelligent control has to control the neural structure
against the change of environmental conditions.

The gait generator is composed of the dynamic neural structure which is inspired by the
spinal cord system in vertebrates that produce dynamic signal for locomotion. This signal
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model is generated by mutual inhibition between certain neurons in a neural structure. Each
neuron also acquires adaptation signal input. The rhythmic signal activity generated by the
neural oscillator consists of multi tonically excited neurons with the self-inhibition effect
linked reciprocally via an inhibitory connection. In Matsuoka’s model, the signal is generated
by coupled neuron and it was implemented by several researchers for locomotion where a
coupled neuron represents one joint angle [183, 181].

The neural model of joints in this proposed research is illustrated in Fig. 5.13 for biped
robot and Fig. 5.14 for quadruped robot. Their mathematical model is shown in Eqs. (5.13),
(5.14), (5.15). The motor neurons interconnection is represented by parameter wi j and the
sensory motor neurons interconnection is represented by mil .

τ u̇i =

(
u0−ui−

n

∑
j=1

wi jy jJk
j +

n

∑
l=1

milsl−bvi

)
τ f (5.13)

τ
′v̇i = (yi− vi)τ f (5.14)

yi = max(ui,0) (5.15)

Θ
(l,r)
i =

Nneuron
i

∑
j=1

Jl,r
j y j (5.16)

where ui, yi, and vi are the inner state, output value, and a variable that represents the
adaptation value or the self-inhibition effect of the ith neuron, respectively; Jk

j is the operator
representing +1, -1, or 0; sl is the output of the lth sensory neuron; b is the rate of the adapta-
tion value. The external input for coupled neurons, which has a constant rate, is denoted by
u0. The time constant of the inner state and the adaptation effect in the neuron are represented
by τ and τ ′, respectively. In Eq. (5.13), wi j represents the strength of the inhibitory effect be-
tween the motor neurons that is optimized offline; mil represents the strength of the sensory
signal effect to the motor neurons; ∑

n
j=1 wi jy j represents the total of the signal input from

the motor neurons; ∑
n
l=1 milsl represents the total of the feedback signal from the sensory

neurons. In Eqs. (5.13) and (5.14), τ f is used for controlling the frequency of oscillation. In
Eq. (5.16), Ji

j is the neuron effect of the jth neuron in the ith joint represented by joint node
in the tree structure of bacterial programming (see Section 5.3.2) and Nneuron

i is the number
of neurons in the ith joint.

In our proposed system, one joint angle is represented by uncertain number of neurons
depending on the requirement of the given environmental condition. Sometimes, a joint an-
gle needs only one neuron for generating the rhythmic signal and sometimes it needs three
neurons for generating the complex signal pattern.
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Figure 5.13: Representation of the evolving neural model. The black line represents the motor–
motor interconnection and the red line represents the sensory–motor interconnection. (a) Neural

structure and mechanical structure of the robot. (b) Neuron structure in joint angle level.
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Figure 5.14: Representation of the evolving neural model. The black line represents the motor–
motor interconnection and the red line represents the sensory–motor interconnection. (a) Neural

structure and mechanical structure of the robot. (b) Neuron structure in joint angle level.
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In the walking pattern, knee (θ d
2 ) and hip joints as the main joints (θ d

0 & θ d
1 ) have a role

to form the walking pattern. Ankle joints (θ d
3 & θ d

4 ) adapt the condition of the main joint
and support the stabilization and landing system in locomotion. Sometimes, ankle joints are
required for forming the walking pattern in certain condition. The mathematical equation of
the angle value in every joint can be seen in Eqs. (5.17), (5.18), (5.19), (5.20), and (5.21),
where θ d

k represents signal to the robot’s joint at k joint ID on d side, (l) and (r) represents
left and right side; Θk represents the signal output from the neuron in joint angle level.

θ0 =

{
θ
(l)
1 −θ

(r)
1 if N joint < 3

Θ3 otherwise
(5.17)

θ
(l,r)
1 = Θ0 (5.18)

θ
(l,r)
2 = Θ1 (5.19)

θ3 =

{
θ
(l,r)
2 −θ

(l,r)
1 if N joint < 4

Θ4 otherwise
(5.20)

θ
(l,r)
4 =−θ

(l,r)
0 (5.21)

When the environmental condition requires the robot needs only two joints in each leg
(N joint = 2), the system prefers to choose the hip joint in x-axis position and knee joint to
be activated. When the environmental condition requires the robot needs three joints in each
leg (N joint = 3), the system prefers to choose the hip joint x-axis, y-axis position, and knee
joint to be activated. When the environmental condition requires the robot needs more than
three joints (N joint = 4), the system activates ankle joint as the additional joint. This condition
represents the high complexity of the environment when the robot needs to activate the ankle
joint. The neural representation of the robot structure and the neural model in joint angle
level are depicted in Fig. 5.13.

This proposed system will be applied in a biped robot which has 2 legs and 5 joints
in each leg. However, only the important joints are generated by motor neurons. The joint
structure of the robot is depicted in Fig. 5.15. In this system I ignore the function of actuator
in upper body.
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Figure 5.15: The mechanical structure of the robot

5.3.2 Optimization Strategy

Evolutionary computation was implemented in several case studies. Several researchers
implemented it for locomotion [282, 155, 204, 271]. Most of them are inspired by a genetic
based evolutionary process. Tanev et al. applied interactively learned consensus sequence
(ILCS) GP for efficient evolution of simulated snake-like robot (Snakebot) situated in a chal-
lenging environment. Their proposed research can improve the efficiency of GP compared
to canonical GP [282]. In his other work, Tanev proposed an approach for incorporating
learning probabilistic context-sensitive grammar in genetic programming applied also for
Snakebot [281]. Kuyucu et al. proposed a genetic transposition inspired genetic program-
ming applied for the coevolution of locomotion gaits and sensing of Snakebot [146]. Chee
et al. proposed a hybridized genetic programming and self-adaptive differential evolution
algorithm to simultaneously co-evolve both the morphology and controller of a snake-like
modular robot [41]. Wolff et al. proposed linear genetic programming to generate gait con-
trol programs for simulated bipedal robots [311]. In some research, genetic programming
was applied for optimizing the weights in complex motor pattern generation (MPG). Lewis
et al. applied it in a six-legged robot. First, MPG was evolved for one leg. Then, a net-
work was evolved to coordinate all legs. Staged evolution could improve the algorithm’s
performance [155]. Genetic programming can also be applied to evolve neural oscillators
producing coordinated movements of human-like bipedal locomotion [204][190]. Silva et al.
used GP as an automatic search method for motion primitives of a biped robot that optimizes
a given criterion. Feedback pathways were directly included into the evolutionary process
through sensory inputs in order to increase the adaptability of the achieved solutions. Their
proposed research was applied in Darwin OP robot [271].
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A slightly different evolutionary computation technique which is based on the combina-
tion of Bacterial Evolutionary Algorithm [198] and Genetic Programming [143] is Bacterial
Programming [30]. This algorithm is based on the bacterial operations, however, it uses tree
structures similar to the ones in the GP. Bacterial Programming was successfully applied for
designing B-spline Neural Networks [30] and Hierarchical Fuzzy Systems [17]. It provided
superior results compared to GP.

The novelty of our proposed model is inspired by the evolutionary process of bacteria
applied for humanoid biped robot locomotion. Bacteria can transfer genes to other bacteria.
The bacterial mutation performs local optimization whilst the gene transfer allows the bacte-
ria to directly transfer information to the other individuals in the population. Based on these
bacterial operations but using tree structures I optimize the neural structure of locomotion
in certain ground condition and certain slope terrain. Another novelty of our approach is in
the BP compared to [30] and [17]. A novel initial population generation technique and an
improved gene transfer operation are proposed in this section.

Figure 5.16: Process of bacterial programming

In BP, the population is composed of several individuals that are represented by a tree
model. The parameter structure is explained in Section 5.3.3. The evolutionary process of BP
is depicted in Fig. 5.16. First, an initial population is generated (Section 5.3.3.1). After that,
the evolutionary process is started. Bacterial mutation operation (Section 5.3.3.2) and gene
transfer operation (Section 5.3.3.3) are applied until the desired criterion is achieved. The
evolutionary process is conducted until the desired number of generations (Ngen) is achieved.
Beside the encoding process, another key point of all evolutionary computation techniques
is the evaluation of individuals, which is important for the evolutionary operations. This is
discussed in Section 5.3.3.4. The process of BP can be seen in Algorithm 10.

5.3.3 Encoding Model

One bacterium’s parameter packet depicted in Fig. 5.17 is composed of several parame-
ters representing the neural oscillator based locomotion.
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Algorithm 10 Process of Bacterial Programming
1: //Generating an initial population:
2: for i← 1 to Nind do
3: Generating tree structure of the ith individual
4: Evaluating the ith individual
5: //Evolutionary loop:
6: for i← 1 to Ngen do
7: Bacterial Mutation operation
8: Gene Transfer operation
9: Evaluating the population

Figure 5.17: Packet of parameters in bacterial structure

Nleg is a random integer between Nleg
min and Nleg

max which represents the number of legs.
N joint is a random integer between N joint

min and N joint
max which represents the number of joints

in each leg. Nneuron is a random integer between Nneuron
min and Nneuron

max which represents the
number of neurons in each joint. L

′
k represents a packet of neurons. The number of neurons

in the kth joint is notated by nJk, and nk
l is a random value between nmin and nmax representing

the set of synaptic weights from other neurons to the lth neuron in the kth leg.
In order to simplify the complexity of the neural oscillator model for humanoid biped

locomotion, one bacterium is represented by a tree structure, composed of joint and neuron
nodes as depicted in Fig. 5.18a.

A joint node can be composed of operators “+”, “-”, or “0” which represent addition
operation, reduction operation, and no operation, respectively. These operators are randomly
generated and will effect to the motor neuron signal calculated in Eq. (5.13). A neuron node
is composed of the synaptic weight values from other neurons.

This tree structure, as well as the characteristics of the nodes, evolves from generation to
generation. The tree model structure is converted to neural oscillator structure which refers
to a symmetric structure depicted in Fig. 5.18 in order to reduce the size of the search space.
The neural oscillator structure of a leg is mirrored to another leg. Therefore, in a biped robot,
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the right leg mirrors to the left leg of the robot.
For example, from the evolutionary process, I get a tree structure (i.e. a bacterium) like

in Fig. 5.18a, where the red circle (k, l) represents the synaptic weight value from the lth
neuron of the kth leg to the neuron (m,n) with the black circle with the nth neuron of the
mth leg. This information will be encoded to the synaptic weight parameter wi j, where i =

(k− 1) ·Nneuron
k + l and j = (m− 1) ·Nneuron

m + n, where Nneuron
k and Nneuron

m represent the
number of neurons in the kth leg and mth leg, respectively. The black circle represents the
inner state of neuron calculated in Eqs. (5.13), (5.14), (5.15). The blue square represents the
signal effect in joint angle level. The red and blue connections in Fig. 5.18 represent motor
neurons interconnection and sensory-motor interconnection, respectively.

The tree structure in Fig. 5.18a has 2 joints which are hip-x joint and knee joint and it is
converted to neural structure that can be seen in Fig. 5.18b.

5.3.3.1 Initial Population Generation

I propose a novel initial population generation for BP. I randomly generate Nind individ-
uals (i.e. bacteria) one by one. In order to create a diverse population, I check the similarities
to the already generated individuals. If the newly generated bacterium has similarities to any
already generated bacteria, then the bacterium is regenerated until it has no similarity to any
bacteria.

The steps of checking the structure similarities between two bacteria are as follows:

1. Checking the number of joint nodes at every joint branch

2. Checking the number of neuron nodes at every neuron branch

3. Checking the number of neuron leaves at every neuron node.

4. Checking the ID of neuron leaves at every neuron node.

The similarity check is performed in a hierarchical way. If there is a dissimilarity in a step, I
do not continue to the next step. If there is still similarity, next step checking is required.

5.3.3.2 Bacterial Mutation

The bacterial mutation is applied to each bacterium one by one. First, Nclones copies
(clones) of the bacterium are generated. Then, a certain node of the bacterium is randomly
selected and the subtree defined by this node is randomly changed in each clone (mutation).
In our proposed method, because coding is given by an expression tree for neural oscillator
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(a)

(b)

Figure 5.18: a) The tree structure represents the neuro-based locomotion; b) Symmetric model
of the neuron structure as the result of the tree structure conversion.
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based biped robot locomotion, there are two types of mutation nodes: joint node mutation
and neuron node mutation. Next, all the clones and the original bacterium are evaluated by
a performance criterion (see Section 5.3.3.4). The best individual among the clones and the
original bacterium transfers the mutated part into the other individuals. This cycle is repeated
for the remaining nodes until all of the subtrees of the bacterium have been mutated and
evaluated. At the end, the best bacterium is kept and the remaining Nclones are discharged.
The algorithm process of bacterial mutation can be seen in Algorithm 11. By the help of
this operation, the bacterium will be at least as good as before, but in most of the cases it
will be better. Bacterial mutation is more efficient than classical mutation in GA because of
the nature of cloning. Every clone brings a new chance to find a better solution anywhere
in the search space, thus a wider space can be explored. The bacterial mutation operation
is illustrated in Fig. 5.19. Figure 5.19 shows two substeps of the bacterial mutation process,
where three clones are applied. In the first substep a neuron node is selected randomly. The
subtree defined by this neuron node is mutated in the three clones and left unchanged in the
original bacterium. Then, all four individuals (the original bacterium and the three clones)
are evaluated, and the best one is selected. Clone 1 is the winner, thus it transfers its subtree
to the other three individuals (the original bacterium and two clones). Then, another node
is selected from the original bacterium. This is a joint node, so a joint node mutation is
performed on the clones. After the mutation, the best individual (among the three clones and
the unmutated bacterium) is selected. Since there is no more unselected node in the original
structure, this will be the final step, so the winner individual is kept as the new bacterium.

5.3.3.3 Gene Transfer

In the gene transfer operation, there is the exchange of genetic information between two
bacteria. In this process, the population of bacteria is ordered according to the performance
criterion (see Section 5.3.3.4). The population is divided into two halves: the superior half
and the inferior half. Then, a superior bacterium and an inferior bacterium are randomly
selected. The superior bacterium transfers one of its subtree to the inferior bacterium which
overwrites one of its subtree by the transferred subtree. The above process (ordering the pop-
ulation, selecting the superior and inferior bacteria, and transferring the subtree) is repeated
Nin f times. The gene transfer operation is illustrated in Fig. 5.20 and in Algorithm 12.

There is a novelty in the gene transfer operation in this section compared to the original
BP. When selecting the subtree from the superior bacterium to be transferred, and the subtree
in the inferior bacterium to be overwritten, I check the qualities of the subtrees. Based on
the result of walking evaluation calculated in Eq. (5.24), a good subtree is transferred to
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Figure 5.19: Illustration of bacterial mutation
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Algorithm 11 Bacterial Mutation Operation
1: for i← 1 to Nind do
2: Cloning the ith individual
3: repeat
4: Defining a node randomly
5: if node is a Joint node then
6: //Joint node mutation in the clones
7: for j← 1 to Nclones do
8: Processing Joint node mutation
9: Evaluating the mutated clone

10: else
11: //Neuron node mutation in the clones
12: for j← 1 to Nclones do
13: Processing Neuron node mutation
14: Evaluating the mutated clone
15: Selecting the best individual
16: The best individual transfers the mutated subtree
17: to the other individuals
18: until all subtrees are mutated
19: Keeping the best individual as the new ith individual
20: Deleting the clones

overwrite a not so good subtree.

Algorithm 12 Gene Transfer Operation
1: for i← 1 to Nin f do
2: Ordering the population
3: //Selecting a random superior bacterium
4: Superior = RandomValue(1,Nind/2)
5: //Selecting a random inferior bacterium
6: In f erior = RandomValue(Nind/2+1,Nind)
7: Defining the subtree to be transferred
8: from the Superior bacterium
9: Defining the subtree to be overwritten

10: in the Inferior bacterium
11: Transferring and overwriting
12: Evaluating the new Inferior bacterium

5.3.3.4 Evaluation

Evaluation calculation is represented by a walking analyzer. Walking speed and walking
stability are required in the walking analyzer. The evaluation is formulated as a minimiza-
tion problem. Two evaluation criteria are calculated in the evaluation process which are the
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Figure 5.20: Illustration of gene transfer

desired walking length and the body tilt oscillation in pitch and roll direction ¯̇
β . The desired

walking length, ῡ is represented by the remaining distance to the target.
The value of tilt body oscillation represents the stability of movement. If the robot loco-

motion has low oscillation, it implies good stabilization. The remaining distance represents
the speed of the robot walking. If the robot has a high value in the remaining distance, the
robot has a low speed in walking. Our other goal is to realize a locomotion pattern with max-
imum possible speed. Therefore, our objectives are to acquire locomotion that has a good
stabilization and a high walking speed.

In Eq. (5.22), β̇pitch and β̇roll are tilt oscillation in pitch and roll direction that has absolute
value. In Eq. (5.23), `(t,wi j) is the resultant value of x(t) and y(t) in each time sampling.
Parameter ϒ represents the value of desired walking speed. The `(t,wi j), x(t), y(t) notations
were defined as real numbers. Parameter wi j is synaptic weight explained in Section 5.3.1.
Parameters α1 and α2 represent the weight factor of fitness. The goal of this optimization
problem is to minimize the fitness described in Eq. (5.24).

¯̇
β =

1
T

T

∑
t=0

(
βpitch(t)+βroll(t)

)
(5.22)
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ῡ(wi j) = ϒ− 1
T

T

∑
t=0

δ

δ t
`

(
t,wi j,x(t),y(t)

)
(5.23)

f = ¯̇
βα1 + ῡα2 (5.24)

This evaluation is conducted in computer simulation using Open Dynamics Engine (ODE) [3].
The evaluation time requires 10 seconds or 1000 time samplings since one time sampling re-
quires 0.01 second. The timing process in the evaluation is the same as the real timing that is
applied in the real robot.

5.3.4 Experimental Results in Biped Robot

In the experimental result, I used computer simulation and a small biped robot for imple-
menting the proposed algorithm. There are two experiments which are required to conduct,
the locomotion optimization and its application in the small biped robot.

5.3.4.1 Locomotion Optimization

The experiment is conducted on flat terrain and on rough terrain by using the proposed
neural evolving algorithm, whose parameters can be seen in Table 5.1. I evaluate the walking
performance based on two aspects which are the desired speed and the stability. The 1st

experiment was conducted on a flat terrain. The 2nd experiment was conducted on a rough
terrain. The 3th and 4th experiments were performed on a slope terrain with 10◦ and 16◦,
respectively.

Table 5.1: Bacterial Programming Parameters for BIped Robot

Parameter Value
Nind , Ngen, Nclones, Nin f 100, 50, 10, 30

nmin; nmax 0; 4
N joint

min ; N joint
max 1; 3

Nneuron
min ; Nneuron

max 1; 4
α1; α2 0.75; 0.25

In the optimization process, I set the friction to a certain value in Open Dynamics Engine.
The neural oscillator’s parameters τ and τ ′ are 0; τ f was set as 12.0; 1.2; 1.0 respectively,
and I also set b as 2.5 and u0 as 1. In this experiment, the time cycle is 0.01 second.
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Figure 5.21: Simulation of the locomotion on a flat terrain (sample experiment 1)

Experiment on a flat terrain (Exp. 1) In this experiment, I set the terrain without any
object or obstacle. The desired walking speed ϒ was set as 1.0 m/sec. The sample walking
simulation can be seen in Fig. 5.21. The optimized tree structure and its neuron intercon-
nection structure can be seen in Fig. 5.24a. In this experiment, there are 2 motor neurons
required in hip-x joint, 1 motor neuron in knee joint and 1 motor neuron in ankle joint.

Experiment on a rough terrain (Exp. 2) On rough terrain, I put some obstacles with
various sizes on the terrain. The sample walking simulation can be seen in Fig. 5.22. The
desired walking speed ϒ was set as 1.0 m/sec. There are 2 motor neurons required in hip-x
joint and 1 motor neuron in knee joint in this experiment. The optimized tree structure and its
neuron interconnection structure can be seen in Fig. 5.24b. The experiment on rough terrain
shows the effectiveness of sensory-motor coordination.

Experiment on slope terrains (Exp. 3 and 4) Furthermore, I train the robot on differ-
ent slope terrains with 10◦ and 16◦, respectively. Their simulations can be seen in Fig. 5.23.
The experiments on slope terrains also show the effectiveness of sensory-motor coordina-
tion. In these experiments, I ran the optimization process until the 50th generation. On slope
terrain experiments, I can see the activity of sensory-motor coordination which is depicted
in Fig. 5.25. The ground touch sensor input gave some effects to the motor neurons, there-
fore in Fig. 5.25, the signal is changing adaptively. There are only 6 motor neurons required
for performing on the trained terrains, 1 motor neuron representing hip-x joint and 2 motor
neurons representing knee joint.

The optimized tree structure and its neuron interconnection structure can be seen in

154



CHAPTER 5. MESOSCOPIC TO MULTI-SCOPIC ADAPTATION

Figure 5.22: Simulation of the locomotion on an uneven terrain (sample experiment 2)

(a)

(b)

Figure 5.23: Simulation of the locomotion on slope terrains (a) low slope terrain (sample ex-
periment 3) (b) high slope terrain (sample experiment 4)

Figs. 5.24c and 5.24d. The desired walking speed ϒ was set as 1.0 m/sec. In experiment
3, there are 1 motor neuron required in hip-x joint and 2 motor neurons in knee joint. In
experiment 4, there are 1 motor neuron required in hip-x joint and 2 motor neurons in knee
joint. Since they have similar environmental conditions, experiments 3 and 4 have similar
neuron interconnection structure which are depicted in Figs. 5.24c and 5.24d.

Comparing with existing models, the locomotion proposed in [197] enables walking on
a slope surface with 11◦ tilt angle with horizontal direction and the method in [162] enables
walking on a slope surface with 10◦ tilt angle with horizontal direction, our proposed loco-
motion can be implemented on a slope surface with 16◦ tilt angle with horizontal direction.
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(a) (b)

(c) (d)

Figure 5.24: Optimized tree structure and neuron interconnection in every sample experiment
(a) Experiment 1 (b) Experiment 2 (c) Experiment 3 (d) Experiment 4
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Figure 5.25: The signal generated in the experiment on rough terrain (experiment 4). The effect
of sensory input can be seen to the motor neuron signal. Blue and red blocks show the difference

of signal patterns because of the different sensory inputs.
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Figure 5.26: Fitness evolution, 1st experiment for flat terrain, 2nd experiment for uneven ter-
rain, 3rd experiment for 1st slope terrain, and 4th experiment for 2nd slope terrain

5.3.4.2 Performance Evaluation

Optimization performance The optimization model successfully optimized the struc-
ture of neural locomotion in all terrains. The fitness evolutions can be seen in Fig. 5.26. The
proposed algorithm succeeded to form the neuron structure for locomotion on the flat terrain.
The walking speed performance is depicted in Fig. 5.30. The robot walking speed was able to
approach the desired walking speed. In Fig. 5.27, the evolution of joints and neuron numbers
in each joint are shown. Those numbers are adaptively changed in some generations. In sam-
ple experiment 1, the generation started using 2 joints in each leg. After several generations,
the 2 joints in each leg were not stable enough for locomotion. Then, the number of joints
was increased and became 3 joints in each leg. Likewise in the evolution of neuron numbers
in each joint, the number of neurons is dynamically changed until the most effective number
is achieved. In the final structure, there are 2 neurons in the first joint (hip-x joint), 1 neuron
in the second joint (knee joint), and 1 neuron in the third joint (ankle-x joint). Therefore, in
this experiment, the locomotion model required 8 neurons for 2 legs, where their signal in
neuron level and joint angle level can be seen in Fig. 5.28. This model could not reduce the
number of neurons in hip-x like the number of neurons in the other joints. Nevertheless, from
the result I can understand which are the important joints in the biped robot locomotion. Like
in human, these joints are required to produce rhythmic signal for walking; at least 2 neu-
rons are required for representing extensor and flexor muscle. The hip-x joint is important
for swinging the leg and control the walking phase. Furthermore, human is still able to walk
even though ankle joints or knee joints are disabled.

In our previous research [245], in order to form the stable locomotion pattern, two neu-
rons were required in each joint, but in this proposed research, the automatic evolution is
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Figure 5.27: The number of joints and the number of neurons in each joint in every generation
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(a)

(b)

Figure 5.28: Signal output (a) in neuron level (b) in joint angle level
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applied and the number of neurons in each joint can be decreased to one neuron in each
joint. Based on the walking analysis, the proposed model has similar performance as the
previous model. Therefore, this proposed algorithm can reduce the computational cost.

Comparing with other similar works, while the models in [176, 279, 189, 197, 19] use 2
neurons in every joint, the proposed model may use only one neuron in every joint. It implies
that the proposed model has a lower computational cost.

Tree-structure evaluation Figure 5.24 shows the comparison between tree-structure
based and common based neural locomotion. From the visual evaluation it can be seen,
that the proposed tree-structure is simpler than the common structure. It can easily cluster
and show that one neuron is affected by several sensory and motor neurons. In the synap-
tic weight optimization cost, since the proposed tree-structure uses a mirror structure, only
(N/2)2− (N/2) synaptic weights are required to be optimized. The common structure, how-
ever, required N2−N synaptic weights to be optimized, where N is the number of neurons
in total. It implies that by using the proposed tree-structure, the complexity can be reduced.

Stability performance In order to prove the effectiveness of the proposed model, I
evaluate the walking performance. I analyze the interaction between sensory-motor neuron
and the effect of the sensory neuron to the signal generation. I recorded the signal generated
by neuron and joint angle level.

In order to determine stable and unstable phase, I evaluate using a degree of oscillation
amplitude of robots body tilt angle and Cobweb diagram. If the graph is not approaching
the center point, the robot is unstable. If the graph is approaching and encircling the center
point, the robot is stable. I recorded the body tilt sensor information which can be seen
in Fig. 5.29 and analyzed using Poincare map and Cobweb map illustrated in Figs. 5.31a
and 5.31b. These figures recorded the point value of tilt angle of the robot body, where the
angular velocity is zero and the previous angular velocity is greater than zero. In Fig. 5.31a,
the initial condition of tilt is 0 rad; it has unstable phase in the early second after that it
gradually changed to a stable tilt angle of 0.02 rad.

5.3.4.3 Implementation in Real Robot

In this implementation, I use the optimized neural structure and run it in the applied robot.
I use a small biped robot with 55 cm of height and 5 kg of weight, where the mechanical
structure of the robot is the same as that of the simulated robot. However, the size was not
the same. The detailed robot specification can be found in our previous researches [257]
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Figure 5.29: The signal oscillation of angular velocity and tilt angle in pitch and roll direction
measured from robot’s body. The robot is not stable during the first 6 seconds and getting stable

after that.

Figure 5.30: The sample of recorded walking speed. The robot speed is approaching the desired
speed after 6 second
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(a)

(b)

Figure 5.31: Stability analysis diagram (a) Phase diagram of robot tilt angle and stability anal-
ysis, based on Poincare map (b) Cobweb diagram representation of Fig. 5.31a
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(a)

(b)

Figure 5.32: Experimental result in a real biped robot. The robot was tested (a) on flat terrain
(b) on small uneven obstacle.

and [251]. The robot has been equipped with a tilt sensor and ground touch sensors (4 touch
sensors in every sole of feet). Since the robot representation is smaller than in the simulation,
its desired walking speed (ϒ) was set only as 30 cm/sec. In order to prove the stability and
the coordination of sensory-motor neuron, I used an uneven obstacle with 7 mm of height.

The proposed model was successfully applied, and the robot was able to walk on both
flat terrain and small uneven obstacle. The sample figure of the implementation is depicted
in Fig. 5.32.

5.3.5 Experimental Results in Quadruped Robot

I validated the proposed method though several computer simulation and real robot im-
plementation. Two experiments were conducted to validate the locomotion optimization and
its application in the middle size quadruped robot.

5.3.5.1 Locomotion Optimization

The experiment was conducted on a rough terrain with different slope degrees by using
the proposed neural evolving algorithm, whose parameter values have been tabulated in Ta-
ble 5.2. We then evaluate the walking performance based on the two aspects which are the
speed and the stability.
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Table 5.2: Bacterial Programming Parameters for Quadruped Robot

Parameter Value
Nind , Ngen, Nclones, Nin f 100, 50, 10, 30

pmin; pmax 0; 4
N joint

min ; N joint
max 1; 3

Nneuron
min ; Nneuron

max 1; 4
α1; α2 0.75; 0.25

For simulation, we first set the friction to a certain value in Open Dynamics Engine [3].
The sample walking simulation can be seen in Fig. 5.33. The proposed algorithm succeeded
to form the neuron structure for locomotion on the uneven terrain.

The evolution of joints and neuron numbers in each joint are shown in Fig. 5.34. Those
numbers are adaptively changed in some generations. In flat terrain experiment, after several
generations, 3 joints in each leg were not stable enough for locomotion. Then, the number of
joints was decreased and became 2 joints in each leg. Thus, in the final structure, there are
2 neurons in the first joint (hip-x joint) and 2 neuron in the second joint (knee joint). In this
experiment, the locomotion model required 16 neurons for 4 legs, where their signal in joint
angle level can be seen in Fig. 5.35.

The results showed the important joints in the robot locomotion. Like animal, these joints
are required to produce rhythmic signal for walking; at least 2 neurons are required for rep-
resenting extensor and flexor muscle. The hip-x joint is important for swinging the leg and
controlling the walking phase.

In the rough terrain experiment, we can see the activity of sensory-motor coordination as
shown in Fig. 5.37. The ground touch sensor input gave some effects to the motor neurons,
therefore the signal is changing adaptively as shown in Fig. 5.37. The figure shows the signal
between left part and right part of the robot legs.

The optimized tree structure and its neuron interconnection structure can be seen in
Fig. 5.36. In the rough terrain, 2 joints in every leg was not stable enough. Therefore, af-
ter a few generations, the number of joints became 3 joints in every leg. In this experiments,
there are 16 motor neurons required for performing on the trained terrains, 1 motor neuron
representing hip-x joint and hip-y joint, and 2 motor neurons representing knee joint.

In order to evaluate the stability level, we recorded the body tilt sensor information which
can be seen in Fig. 5.38 and analyzed it using Poincare map and Cobweb map which are
illustrated in Fig. 5.39.
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(a)

(b)

(c)

(d)

Figure 5.33: Simulation of proposed locomotion on uneven terrain in different degree of slope
(a) slope 0◦ (b) slope 5◦ (c) slope 14◦ (d) slope 20◦

Figure 5.34: The number of joints and the number of neurons in each joint in every generation
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Figure 5.35: Sample of signal output in joint angle level (Θ(l,r)
i = ∑

Nneuron
i

j=1 Jl,r
j y j) on the flat

terrain. The signal movement pattern tends to the walk-like movement. Signal in first (P1) and
third (P3) leg has the same phase, and the second (P2) and the fourth (P4) has almost the same

phase.
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(a)

(b)

(c)

(d)

Figure 5.36: (a) Optimized tree structure for flat terrain (b) Optimized neuron interconnection
(c) Optimized tree structure for rough terrain (d) Optimized neuron interconnection168
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Figure 5.37: The signal generated in the experiment on rough terrain. The effect of sensory
input can be seen to the motor neuron signal. Green blocks show the difference of signal patterns
because of the different sensory inputs. The signal phase in every leg (P1, · · · ,P4) has 0.25 phase

difference that makes the movement slower than on the flat terrain.
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(a)

(b)

(c)

(d)

Figure 5.38: The signal oscillation of angular velocity and tilt angle in pitch and roll direction
measured from robot’s body. (a) Body tilt signal on flat terrain. (b) Angular velocity signal on
flat terrain. (c) Body tilt signal on rough terrain (outdoor grass). (d) Angular velocity signal on
rough terrain. The signal on flat terrain is more stable than on rough terrain. Nevertheless, the

signal oscillation is still acceptable for stability.
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(a) (b)

(c) (d)

Figure 5.39: Stability analysis diagram (a) Phase diagram of robot tilt angle and stability anal-
ysis on the flat terrain, based on Poincare map (b) Cobweb diagram representation of Fig. 5.39a
(c) Poincare map during robot’s performance on the rough terrain (d) Cobweb diagram repre-

sentation of Fig. 5.39c
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(a) (b)

Figure 5.40: Proposed middle size quadruped robot (a) first prototype (b) second prototype.

5.3.5.2 Implementation in Real Robot

The proposed method was further validated by real robot implementation. We utilized
the optimized neural structure and uploaded it to the robot. We built a quadruped robot with
55 cm of height and 6 kg of weight, where the mechanical structure of the robot is the
same as the robot in simulation experiment. In this experiment we have built 2 middle size
quadruped robots, where the first robot is shown in Fig. 5.40a and the second one is shown
in Fig. 5.40b. The proposed model is successfully applied to the real robots, and both robots
are able to walk on both flat terrain and small uneven obstacles. The sample figure of the
implementation is depicted in Fig. 5.41. The detail of robot design can be seen in Appendix
B

5.3.6 Discussion of Proposed Learning and Optimization model

This section proposed the module for evolving the sensory-motor integration in a neural
based legged robot locomotion. Since the sensory-motor neuron interconnection is getting
more complex, a new tree structure based model of neuron interconnection structure was
proposed. Bacterial programming is used as the optimization technique. Based on the op-
timization, the proposed tree structure can simplify the process and successfully generate
stable walking in biped robot and quadruped robot as well.

In the evolutionary process of neurons, the number of motor neurons in every joint was
successfully optimized. Based on the result, one neuron is enough for generating signal in
some joints in the experiments. This evolving model can reduce the number of neurons in-
volved depending on the requirement of the robot’s performance.

In order to represent the sensory-motor coordination, this proposed model can also gen-
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(a)

(b)

(c)

(d)

Figure 5.41: Experimental result in a real robot. (a) First prototype of robot on the grass. (b)
First prototype of robot on the grass with slope. (c) Second prototype of robot on the rough grass

(d) Second prototype of robot on the flat terrain.
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erate the sensory-motor neuron interconnection. There are 4 sensory neurons representing 4
pieces of internal sensory information which are tilt sensor in pitch and roll, ground sensor
at left and right. Based on the experimental result, the signal generated by motor neurons is
adaptively changed depending on the sensory condition.

Based on the result, the proposed bacterial programming based tree structure model can
be applied for simplifying the representation of sensory-motor interconnection in any multi-
legged robots, it is not limited to biped and quadruped robots.

Overall, based on the validation by the experiments, the contributions of the section are
listed below:

• I used a tree structure based optimization strategy which can simplify the representa-
tion of the sensory-motor interconnection structure model.

• I proposed a novel Bacterial Programming for optimizing the complex structure of the
neural based locomotion model.

• Other novelties are regarding the initial population generation and the gene transfer
operation in BP.

5.4 Implementation in for challenging action (Ladder Climb-
ing)

In the disaster area, a robot is a helpful important part to investigate inside a dangerous
place such as vulnerable building, radioactive leak, or fire condition. Besides the robot’s
intelligence, it is also important for the robot to have motion capabilities. There is a lot
of divers environmental condition will be faced by the robot in the disaster area, such as
unstable terrain, rough terrain, kind of ladders, etc. Besides the terrain condition, ladders have
a different challenge for some researchers. There are many types of the ladder, where each
ladder has unique movement behavior. The robot involves a lot of constraints for performing
the movement through the ladder. The robot has to keep the body in a stable moment, while
another part of body grasping or contacting the ladder. This combinational motion has been
summarized as an optimization problem by several researchers [100, 32].

The development of movement on the ladder has been conducted by several researcher
[297, 323, 131, 333, 76, 278]. The vertical ladder is the most challenging in these current
issues. Vaillant and Yoneda developed the climbing behavior on the vertical ladder in their
biped robot [297, 323]. Zhang et al. also presented a planning strategy for the Hubo-II+ robot
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that automatically generates multi-limbed locomotion sequences that satisfy contact, colli-
sion and torque limit constraints for a ladder-climbing motion [333]. The climbing movement
model has also been developed in the six-leg robot that proposed by Fujii et al. [76]. However,
they did not consider the movement transition between horizontal and vertical movements.
The locomotion model was performed separately.

Therefore, in this section, I will realize the capabilities of the quadruped robot that able
to move from downstair to upstair through the vertical ladder. There are three states exist in
this performance, horizontal movement in the lower stair, vertical movement on the ladder,
and horizontal movement on the upper stair. Movement transition is an important part that
should be required in order to realize the proposed movement capabilities.

Some of the transitional movement from horizontal, vertical ladder problem has been
solved by some researcher [67, 131, 169, 167, 168, 98]. They built motion behavior of hu-
manoid robots when climbing vertical ladders and transitioning between ladders and cat-
walks. They realized bidirectional transitioning from ladders to catwalks [131]. In the DARPA
Challenge experiment, the DRC-Hubo humanoid robot successfully performed mounting,
climbing, and dismounting an industrial ladder [169]. It succeeded transitioning from ground
to upper stair (from horizontal to vertical). However, they did not solve the transition move-
ment from vertical movement to horizontal movement in the upper stair. Their transitioning
movement to the upper stair become their challenging problems (vertical to horizontal). Fur-
thermore, it required handrail support for transitioning to the upper stair. However, not all
ladder has handrail support. Realizing the transitional movement to upper stair from the ver-
tical ladder without handrail was the new problem [7]. Thus, a unique behavior is required
to pass this challenge.

In order to overcome that problem, I proposed a novel behavior that able to move from
horizontal to vertical movement and transition to horizontal movement in the upper stair. I
develop posture and swinging behavior that autonomously generated depending on the envi-
ronmental condition. The posture behavior is developed mainly for performing a transitional
movement from horizontal to vertical or vice versa. The swinging behavior is for generating
foothold planning or grasping behavior. The posture and swinging behavior will be enlarged
into several behaviors that are separately activated depending on the environmental condi-
tion.

5.4.1 Concept strategy

The illustration of the transition movement strategy on the vertical ladder without handrail-
ing can be seen in Fig. 5.42. It shows the movement process from stand up position in lower
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Figure 5.42: The process of behavior moving through vertical ladder without handrail support

stair until standing up position in the upper stair. In the first step, the robot walks approach-
ing the rung of the ladder. Second, pose changing and grasping movement behavior on the
rung of the ladder is performed until rear legs approaching the rung of the ladder. Third, the
rear leg grasps the rung. Fourth, the robot performs the vertical movement with full grasping.
Fifth, the body pose changing to horizontal movement and placing the robot’s body in the
safe area. Finally, the robot put all the legs on the initial position and ready to stand up in
upper stair.

The semi-autonomous controller will be applied in the proposed robot. However, in order
to realize those performances, the autonomous behavior generation should be installed. The
user will only be giving the command at a higher level, such as movement goal position.
After that, the robot will automatically generate the movement behavior depending on the
given information from sensors.

5.4.2 Autonomous Behavior Generation

Environmental condition surrounding the ladder required several behaviors in movement,
such as capabilities, crawling, posturing, climbing, etc. Those behaviors should be generated
depending on the environmental condition being faced at a certain time. In order to move
automatically, the autonomous model that can generate appropriate behavior is required.

The behavior generation is composed of artificial recurrent neural network (RNN) that
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use internal and external sensory information as the input. Internal sensory information im-
plies the information from the internal body of the robot, such as pose angle, touching in-
formation, ground force information, etc. External sensory information implies the environ-
mental condition such as ground condition, ladder or rung position, etc.

There are 9 neurons as input neurons (m). 4 neurons represent touching conditions (ctc),
if (ctc = 0) implies there is no touching, (ctc = 1) implies there is touching without grasping,
(ctc = 2) implies there is touching with grasping condition. 2 neurons are in boolean value
represent range of posture condition (ccp) and stable pose condition (csp). The last 3 neurons
also in boolean value represent a distance condition of ladder (cld), safe area condition (csa),
and obstacle condition (cob).

In the output layer, one output neuron (O1) will generate the activation value that choose
the appropriate behavior. There are 4 behaviors defined in proposed model, approaching
behavior, body placing behavior, stepping behavior, and grasping behavior.

Activated behavior =



Approaching if 0≤ O1 < 1
Body Placing if 1≤ O1 < 2
Stepping if 2≤ O1 < 3
Grasping if 3≤ O1 < 4
None otherwise

(5.25)

The detail mathematical model and the structure of the proposed RNN have been explained
in the our previous research [245].

In general, the process of the proposed model can be seen in Alg. 13. The weight param-
eter will be optimized in the computer simulation using an evolutionary algorithm.

Algorithm 13 General algorithm of the proposed model
1: loop
2: Performing gaze analysis
3: Generate the appropriate behavior
4: loop
5: Performing selected behavior
6: if movement finished then
7: exit

5.4.2.1 Posturing Behavior

In order to adjust and place the robot’s body in the correct position for the next movement
or stabilizing the robot’s posture, posturing behavior is required. There are two sub-behaviors
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inside the posturing behavior, 1) Approaching behavior 2) body Placing behavior. Approach-
ing behavior controls the body for approaching the next target stepping or grasping point in
stable condition. Body Placing behavior is performed when all legs are not possible to reach
or swing to the goal point. The difference between Approaching behavior and body Plac-
ing behavior can be seen in Fig. 5.44. When a certain leg is in its maximum extension, the
behavior will stop. The other behavior may be required to be performed.

I define the length between the center of body’s coordinate and base of leg as Ox,y,z
i and

the coordinate of leg’s end of effector with leg’s base as X i
leg, Y i

leg, Zi
leg, where i is the identity

of the leg. There are 6 DoF data that will be informed as the target movement, pitch (bα ),
roll (bβ ), yaw (bγ ), and X (bx), Y (by), Z (bz) will be controlled depending on the behavior
command and the current body condition.

The kinematic illustration of pose control can be seen in Figs. 5.43 and 5.44. OLEG is
the leg position composed parameter X i

leg, Y i
leg, and Zi

leg, where i is the identity of the leg.
The rotational pose angle speed and translation movement speed are represented by θ̇ and s
calculated in Eqs. 5.26 and 5.27.

θ̇ = ‖(F f − (F f ·n f )n f )+(Fr− (Fr ·nr)nr)‖ (5.26)

ṡ = (F f ·n f )n f +(Fr ·nr)nr (5.27)

It is effected by front vector direction (Ff ) and rear vector distance (FR). FF and FR composed
by goal distance vector ( fG), leg extension effect (fE), and stepping movement effect (fS).
fG calculated as fG = GGRAPS−OLEG. (fE) and (fs) calculate in Eqs. (5.28) and (5.29)

fe =
1

1+ e−(|O f−OLEG|)/5
(O f −OLEG) (5.28)

fs =

{ d−|s f |
|s f | s f if |s f |≤ d

0 0therwise
(5.29)

Where, s f = (O f −OLEG)− ((O f −OLEG) ·ns)ns). ns is unit vector of (O f −OLEG).
In order to consider the robustness of the posture, the center of mass (COM) effect is also

considered. I define OCOG as the COM of robot and OCENT ER as the center of supporting
area. The effect of COM vector ( fCOM) is calculated in Eq. (5.30)

fCOM =
|OCOG−OCENT ER|2

100
(OCOG−OCENT ER) (5.30)

178



CHAPTER 5. MESOSCOPIC TO MULTI-SCOPIC ADAPTATION

(a)

(b)

Figure 5.43: Posturing behavior from horizontal position to vertical position a) Approaching
behavior to the certain point in safe area b) Approaching behavior to the grasping position in

the rung of ladder
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(a) (b)

Figure 5.44: Posturing behavior in vertical position a) Approaching behavior to the grasping
position in the rung of ladder b) Body placing behavior to the certain position on the safe area
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The current position and posture parameter can be seen in Eq. 5.31 and Eq. 5.32, respec-
tively.

s(t +1) = s(t)+ ṡ (5.31)

`(t +1) = `(t)+ ˙̀ (5.32)

In every time cycle (t), the current position (s) and current posture (`) are added by ṡ and ˙̀,
respectively. When condition ||Oi

LEG||≥ Li
max is occur certain ith leg, the posturing control

will be interrupted. Lmax is the maximum extension of the leg.

5.4.2.2 Swinging Behavior

Swinging behavior is separated into two behavior depending on the touching goal posi-
tion, which is stepping behavior and grasping behavior. When the robot faces the safe area
and being asked the leg to move to the goal point, or when a certain leg is in its maxi-
mum extension during posturing behavior, stepping behavior is performed. When the robot
faces the ladder and being asked the leg to move to the rung, then grasping behavior will be
performed. The model will generate the swinging movement of the certain leg in Cartesian
level. The swinging movement illustration can be seen in Fig. 5.45. The swinging trajectory
is generated from a 2-dimensional quadratic Bézier curve.

B(t) =
n

∑
i=0

(
n
i

)
t i(1− t)n−1Pi (5.33)

The mathematical model of Bézier curve model is presented in Eq. (5.33), where the
Bézier curve point in time t is denoted by B(t); t is from 0 to 1; n represents the number of
degrees in Bézier curve and Pi is the ith selection point. The swinging direction in starting
point is composed by p0 and p1 and finishing direction to goal point is composed by p2 and
p3.

There are 3 behaviors in swinging movement shown 1) stepping behavior from ungrasp-
ing condition 2) grasping behavior from ungrasping behavior 3) grasping behavior from
grasping condition. The difference of these behavior is in the end of effector position and
pattern of trajectory or the calculation of selection point pi. If The starting position in un-
grasping condition, pi is calculated as p0 = OLEG and p1 = 0.5(OFR−OLEG)+OLEG. If
the starting is in grasping condition, p0 = OgLEG and p1 = 0.3(GGRASP−OgLEG)+OgLEG.
There are also different direction to the goal point between grasping behavior and stepping
behavior. If the grasping mode, p2 = (OFR−OLEG)+GGRASP and p3 = GGRASP. If in the
stepping mode, p2 = (OFR−GST EP)+GST EP and p3 = GST EP. If the next step is front leg,
then OF is used as the reference point. If the next step is rear leg, then OR is used as the
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(a) (b) (c)

Figure 5.45: Kind of behavior in swinging movement a) stepping behavior from ungrasping
condition b) grasping behavior from ungrasping behavior c) grasping behavior from grasping

condition.

reference point.

5.4.2.3 Recovering from the swinging failure

During the swinging movement, some failures maybe happened. Sometimes the touching
position is incorrect, or the swinging is stuck by some obstacle. In the proposed model, I
utilize the two sensors (force and switch sensor) attached at the end of effector for failure
analysis. When the switch sensor is not detected at the end of grasping behavior or the force
sensor is detected without any detection from the switch sensor, then the model considers
that there is failure swinging. Then the model will re-analyze the environmental condition
and re-performed the swinging movement with the corrected position.

Figure 5.46: The error evolution in every generation
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5.4.3 Real-Time Ladder Affordance Detection

The proposed DD-GNG is applied to continuously search, detect and track rungs of the
ladder by generating topological structure information according to input data. In addition,
the generated topological structure is utilized to determine the possible grasping point on the
detected rung. The main algorithm is detailed in Algorithm 14, where R is the collection
of parameters for the detected rungs. R→ N > 0 is the number of detected rungs. For each
iteration, detected rungs are evaluated and its position is updated depending on the movement
of nodes.

Figure 5.47: Illustration of evaluation when generated nodes n1 and n2 is not connected

Figure 5.48: Generated nodes n1 and n2 is considered as a rung. The figure show the parameter
involved for evaluation and position correction
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5.4.3.1 Determine Perspective Rung

In order to find perspective rungs, two nodes (hn1 , hn2) in the speculated area are selected
randomly. After that, I evaluate the nodes by considering the nodes connectivity and density
in the surrounding line through node n1 and n2. Fig. 5.48 shows the example condition of
accepted connectivity. Then, Fig. 5.47 shows the failed ladder detection, thus the next step
will not processed when face this condition The evaluation steps are shown in Algorithm 15.
The evaluation value (Θ) is calculated using Eq. 5.34. ci and co represents the number of
nodes in the inlier area and outliers area respectively. n(1) and n(2) is the starting nodes and
end nodes of the rung. If the evaluation value lower than the given threshold λΘ, then the
detected rung is rejected.

Algorithm 14 Main algorithm of ladder affordance detection
1: data: R as the data struct of rung, N as the data struct of node DD-GNG
2: if there is suspected object then
3: if R→ N > 0 then
4: rung position correction(R)
5: calculating age of rung(R)
6: searching prospective rung
7: n1 = get random suspected node
8: n2 = get random suspected node, n2 6= n1
9: Evaluating rung(N,R,n1,n2), (Alg. 15)

R→Θ =
(ci)/(1+ co)

‖n(2)−n(1)‖
(5.34)

Eval. result =

{
Pass, R→ N ++ if Θ≥ λΘ

Reject otherwise
(5.35)

5.4.3.2 Rung Position Correction and Update

In order to correct the position of the rung, the proposed method tracks the moving nodes
in the inlier and outlier area. Based on the definition in Fig. 5.48, the error movement of
starting node and end node are calculated using Eqs. 5.36 and 5.37, where ci is the number
of node in inlier area. R→ Ni is the number of nodes involve in ith detected rung.

After calculating the error position of detected rungs, the start and end points of the rungs
are updated using Eqs. 5.38 and 5.37. R→ h1 and R→ h2 are the start and end point of the
detected rung.

∆e1 =
1
ci

j=0

∑
j=R→Ni

‖v j‖
‖v(2)‖

(r j−v j) (5.36)
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Algorithm 15 Evaluating Rung(N,R,n1,n2)

1: n̂ =
N→hn1−N→hn2
‖N→hn1−N→hn2‖

2: i =R→ N, get rung id
3: R→ Ni = 1; R→ Li,0 = n1; R→ Lid

i,n1
= n1

4: c← 0, define initial connection condition
5: Get Connection Condition(N,R,n1,n2, n̂)
6: co← 0,ci← 0
7: if c = 1 then
8: v(1) = 0
9: v(2) =N→ hn1−N→ hn2

10: for j← 1 to R→ Ni do
11: if R→ Lid

i,R→Li, j
= 1 then

12: ci← co +1
13: else if R→ Lid

i,R→Li, j
= 2 then

14: co← ci +1
15: if ci > λ1 then
16: for j← 1 to R→ Ni do
17: if R→ Lid

i,R→Li, j
= 1 then

18: r =N→ hn1−N→ hR→Li, j

19: v = (r · n̂)n̂
20: if ‖v−v(2)‖≥ ‖v−v(1)‖ then
21: if ‖v−v(2)‖≥ ‖v(1)−v(2)‖ then
22: v(1) = v
23: else if ‖v−v(2)‖< ‖v−v(1)‖ then
24: if ‖v−v(1)‖≥ ‖v(1)−v(2)‖ then
25: v(2) = v
26: calculating evaluation value
27: Θ← Eq. 5.34
28: if Passed then
29: R→ N ++
30: R→ h1 =N→ hn1−v(1)
31: R→ h2 =N→ hn1−v(2)
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∆e2 =
1
ci

j=0

∑
j=R→Ni

‖(v(2)−v(1))−v j‖
‖v(2)‖

(r j−v j) (5.37)

R→ h1 = (N→ Rh1−v(1))− ε∆e1 (5.38)

R→ h2 = (N→ Rh1−v(2))− ε∆e2 (5.39)

5.4.3.3 Calculating Age of Rung

Once the speculated rung is fulfilled the evaluation stage, it does not imply that the rung
is detected. It takes several iteration for measuring the confidence level the speculated rung
by calculating the their age. To do that, the initial age value of the rung is given (R→ g←
λg1).The evaluation value (R→ Θ) of each speculated rung is vary for each iteration. If
R→ Θ < λΘ, the age of rung is then decreased. If the age value is lower than 0, then the
rung is removed. If R→ Θ > λΘ, the age value is increased. When the age is more than a
trusted threshold (λg2), it means that the rung is detected.

5.4.4 Experimental Result

I tested the proposed model in both simulation and real quadruped robot explained in
Appendix A. The robot is facilitated by Quad Time of Flight (ToF) sensor for detecting the
rung position, force, and touch sensors at every end of effector, inertial measurement unit
(IMU) for pose analysis, and grasping mechanism also at the end of the effector.

5.4.4.1 Ladder detection test

Ladder Detection I performed the proposed ladder detection using a hand-made lad-
der, where the space between two rungs in the vertical ladder is 180 mm, the length of each
rung is 455 mm. There are a total of four rungs in the ladder. The height between the ground
and the highest point of the ladder is 710 mm. The ladder detection process is recorded dur-
ing the experiment and the result of the detection is shown in Fig.5.49. The result shows
that the conventional GNG is unable to detect the ladder. The DD-GNG with dynamic den-
sity features able to generate a topological structure that representing the shape of objects
in real-time by increasing the number of nodes on speculated objects. In addition, DD-GNG
generates a safe grasping point and unsafe grasping point as the affordance input for robot
behavior control.

Real Robot Grasping Performance In order to show the efficiency of the proposed
model, I show the performance of ladder detection while the robot approaching the ladder.
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(a) (b)

(c) (d)

Figure 5.49: The result of ladder detection. (a) Raw point clouds data (b) Generated structure
without dynamic density (c) Topological structure generated by DD-GNG (d) Result of ladder
and rungs detection with grasping location information, green area represents the safe grasping

zone and red area represent unsafe zone for grasping.

Figure 5.50: The performance of proposed model while approaching the ladder
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Figure 5.51: Processing time of proposed model while approaching the ladder

Figure 5.52: The robot performance while tracking the moving ladder and grasping the rung of
ladder

The performance results are shown in Fig. 5.50. Further experimental results can refer to the
supplementary video. There are three colors provided by ladder affordances, Pink, Red, and
Green represent speculated rung of the ladder, unsafe grasping position, and safe grasping
position, respectively.

The computational cost during ladder detection experiment is recorded as shown in Fig.
5.51. The average processing time for each iteration is about 30 ms. Thus, it is fast enough
for tracking the position of the ladder during robot movement. In addition, I conducted an
experiment in which a robot has to detect a moving rope ladder and perform grasping behav-
iors for further validation of the proposed method. The snapshot of the experimental results
is shown in Fig. 5.52 and details of the experiment is available in the supplementary video.

188



CHAPTER 5. MESOSCOPIC TO MULTI-SCOPIC ADAPTATION

5.4.5 Climbing behavior experiment

Before performing the proposed movement behavior in the real environmental condition,
the optimization process is required for optimizing the relationship between the environmen-
tal condition and the generated behavior. The process was conducted in a computer simula-
tion open dynamic engine. The robot and environmental condition were set similar to the real
one. In order to respond to the internal feedback, the stability control developed in Section
5.3 is installed. It uses sensorimotor coordination based control [249].

Figure 5.53: Robot performance in computer simulation Open Dynamics Engine

In the simulation, the robot was retrained continuously from standing on the ground until
the robot stands on the upper stair using the evolutionary algorithm. The rest of the distance
between the current position and goal position is used as the error evaluation. The decreasing
of error can be seen in Fig. 5.46

After 1000 generation, the optimization process finished. The robot could move from
through vertical ladder without a handrail. The proposed behavior generation could generate
appropriate behavior depending on the environmental condition facing. The robot perfor-
mance in simulation can be seen in Fig. 5.53. The detail of the robot in real performance and
in the simulation are shown in attached video supplementary.

5.4.5.1 Real Implementation

After optimizing the process in simulation, I performed the proposed model with opti-
mized parameter in the real implementation using described quadruped robot. The environ-
mental information was set as follows:

• Interval between two rungs in the vertical ladder is 180 mm.

• The length of each rung is 455 mm

• number of the rung in the ladder is four rungs.

• The height between the ground and upper stair is 710 mm.
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Figure 5.54: The performance of the real robot moving from ground to upper position through
the ladder without handrail supporter. The robot successfully performed the proposed behavior

especially Body Placing behavior (see num. 9 - 10)

The robot was set on the ground position in front of the ladder with the default posture.
The goal position is set as the robot standing on the upper stair. The snapshots of the robot
performance can be seen in Fig. 5.54.

5.4.5.2 Gaze Analysis (External Information)

In the gaze analysis, the external information from the Quad Time of Flight sensor is
processed to the topological maps data. Next, the topological maps data are processed for
environmental detection. The sample of result from the robot’s performance can be seen in
Fig. 5.55.

5.4.5.3 Error grasping recovery

When the robot performs grasping the rung of the ladder, the grasping failures happened
during robot performance. The snapshots of sample failure can be seen in Fig. 5.56. When
the front left leg was swinging for grasping the rung, the force sensor detected touching
something without any touching detections in switch sensor (see Fig. 5.56 no. 5). The model
analyzed that there was a failure in the performance. After that, the robot re-performed the
swinging movement to the corrected position (see Fig. 5.56 no. 6-9). This proved the effec-
tiveness of the recovery process in the proposed model.
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(a) (b)

(c) (d)

Figure 5.55: Sample of external information from point cloud data generated by Quad Pico
Flexx sensor a) The rung of ladder was detected and the goal point was decided parallel with
body posture direction in z-axis b) There are two rungs detected and the most appropriate goal
point was decided c) There is no information detected d) Safe area is detected and goal point

decided in the center of safe area

Figure 5.56: Grasping failure during robot performance and its auto recovery behavior
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5.4.6 Conclusion on Climbing Behavior

I have proposed novel capabilities in quadruped robot that can move from the ground to
upper stair through a vertical ladder without handrail supporter. The autonomous behavior
generation is proposed for performing appropriate action when facing certain environmental
condition. There are four behaviors that separately activated depending on the environmental
condition and desired goal position, which is posturing behavior and swinging behavior.
Posturing behavior is expanded into approaching behavior and body placing behavior. Then,
swinging behavior is expanded into stepping behavior and grasping behavior. In order to
optimize the behavior generation model, I successfully used the evolutionary algorithm in
the computer simulation after 1000 generations. The optimized parameter was used for real
performance. The robot succeeded to move from ground position to upper position. One of
the difficulties in vertical ladder movement without a handrail is the transition from vertical
climbing to the upper stair. The body placing behavior is the most important strategy in the
proposed model to solve the difficulties. The performance also proved the effectiveness of
the proposed recovery process in swinging behavior. However, in order to perform in the real
implementation, I needed to attempt five performance before achieving success performance.
The failure of the performance is caused by the limitation of the motor’s torque. However,
the failure does not reduce the superiority of the proposed model.

In order to perform in a new vertical ladder environment, it requires a learning process in
the simulation before applied in the real implementation. In the future plan, I will consider the
general learning model for general vertical ladder implementation. Then, additional behavior
will be developed for covering many environmental conditions. Furthermore, a friendly user
interface will also be developed to support the command system.
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Chapter 6

Concluding Remarks

6.1 Conclusion

This thesis aims to realize adaptability and optimality in the multi-legged locomotion
robot. The human dynamic locomotion is realized by the simultaneous integration based
on adaptability and optimality. The adaptability depends on the real-time perception as a
bottom-up learning-based approach from the microscopic point of view, while the optimality
depends on cognition as a top-down knowledge-based approach from the macroscopic point
of view. Various cognitive architectures have been proposed in the cognitive science until
now. Still, it is difficult for robotic researchers to apply such cognitive models to deal with
adaptability and optimality simultaneously in real dynamic environments. Most of them only
explain the information flow of human cognitive behaviors at the conceptual level, and the
methodology to implement functions like human cognitive behaviors is not described in
detail. Therefore, I proposed the cognitive model that can cover and integrate the mobility
from microscopic control to macroscopic planning and from short-term adaptation to long-
term optimization.

This thesis proposes a neuro-cognitive model for multi-legged locomotion to realize the
seamless integration from multi-modal sensing, ecological perception, behavior generation,
and cognition through the coordination of interoceptive and exteroceptive sensory informa-
tion. The proposed cognitive model is discussed from three different scopes: micro-, meso-,
and macro-scopic, corresponding to sensing, perception, and cognition, and short-, medium-
and long-term of adaptation related with neuro science and ecological psychology. I built the
intelligent functions for the multi-legged locomotion, which includes: 1) attention module, 2)
adaptive locomotion control module, 3) Object recognition module, 4) environmental map
building module, and 5) optimal motion planning module. The proposed neuro-cognitive
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model integrates the above intelligent functions from the multi-scopic point of view.

6.1.1 Microscopic level

The proposed model at the microscopic level has been explained in Chapter 3. I pro-
posed an attention mechanism for exteroceptive sensory information according to the cur-
rent interoceptive sensory information, and adaptive locomotion control is done by ( the
lower-level of ) sensorimotor coordination based on interoceptive and exteroceptive sensory
information as a short-term adaptation. Furthermore, online locomotion generation is also
processed at this level. I proposed the concept of sensorimotor coordination model based on
the perceiving-acting cycle at the microscopic level, which is a lower-level control system
interacting directly with the environment. The system at microscopic level is composed by
three modules 1) attention mechanism module (see Section 3.1), 2) neural-based locomotion
(see Section 3.2), and 3) object affordance-effectivity fit (see Section 3.3).

1. The attention mechanism module controls the topological structure of 3D point cloud
information by using Dynamic Density Growing Neural Gas (DD-GNG). It is ex-
plained in Section 3.1. DD-GNG can control the density of topological structures in
specific area based on the attention. In DG-GNG, the density of nodes in speculated
areas or objects is increased automatically. The segmentation model can differentiate
the safe terrain, wall, and speculated obstacles. Once speculated obstacles are detected,
the proposed module automatically increase density of node around that area and the
information is used for calculating the strength of nodes. I also proved the effective-
ness of the proposed dynamic attention module for object grasping detection in Section
3.1.3.

2. Neural based locomotion module generates dynamic gait patterns by integrating with
sensorimotor coordination. The module has presented an efficient dynamic-gait-pattern-
generatorbased CPG mechanism with sensorimotor coordination. The module devel-
oped features substantial integration of CPG and sensory feedback, indicating that sen-
sory feedback has a role in the gait-pattern generator. It has been explained in Section
3.2. The proposed model has been optimized through a learning process in the com-
puter simulation beforehand. The locomotion ability of the real multi-legged robot
and the leg malfunction tests are demonstrated in the experiments by several different
terrains. The experimental results show that a smooth gait-pattern transition could be
generated during sudden leg malfunction.
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3. Object affordance-effectivity fit is for the direct perception to generally identify the
environmental condition based on the physical embodiment. It integrates exteroceptive
sensory information and locomotion generator module in short-term adaptation. In this
module, I represent the model from the biological process in human or animals point
of view. I propose a process from cognition to the movement-related tract, based on
a top-down model in mammals. Cognition involves the perception of external sensory
information. It also includes a way to control the attention to external information for
movement behavior. I have proved and showed that our model integrates exteroceptive
sensory information and low-level control muscle control in Section 3.3. The system
can therefore respond to environmental changes in every time cycle. I also show the
effectiveness of the proposed module with other locomotion model and its prospect to
interdisciplinary studies.

6.1.2 Macroscopic level

At the macroscopic level, I focus on the development of optimality model explained in
Chapter 4.1 design higher-level processing can conduct motion planning, behavior genera-
tion, and knowledge building. We build two modules, 1) environmental knowledge by using
the topological structure-based map reconstruction 2) optimal path planning method on the
constructed map.

1. I build environmental knowledge with higher level of behavior planning from (the col-
lection or memory of) large scale of sensory information. The robot can conduct opti-
mal motion planning using the built environmental knowledge. I proposed the method
of building environmental knowledge by using the topological structure-based map
reconstruction. Experimental results show that the proposed method can extract en-
vironmental features for multi-legged robots and build environmental knowledge for
optimal path planning.

2. Next, I proposed an optimal path planning method on the built map based on neuronal
activity. It has been explained in Section 4.2. There are two algorithm processes in
this proposed module, forward transmission (FT) and synaptic pruning with the back-
ward transmission. First, FT generates the impulse signal to neighbor neurons, defines
the travel cost, and creates the neuron connection. Second, after target neuron is con-
nected and gets the impulse, then the synaptic pruning and backward transmission are
performed. These algorithms are implemented in grid map model and topological map
model. One point is represented by a neuron in this proposed model. Based on the ex-
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periments in both grid map model and topological map model, FT model successfully
constructed the neuron connections for finding the possible way. SP with BT also suc-
cessfully found the possible pathway from the current position to target position and
reduced inefficient neuron in both map models, however the considered condition in
SP model is required to be increased. These possible pathways are also proved by per-
forming the robot in both computer simulation and real robot. The robot successfully
moved from starting position and target position. The flexibility of this dynamic path
planning was proved by the experimental result in computer simulation and real robot.
When the robot follows the pathway and finds the obstacles, then the path planning
model is changed to another possible pathway which is appropriate with robot ability.

6.1.3 Mesoscopic level

At the mesoscopic level, the proposed neuro-cognitive model integrates these two ap-
proaches of microscopic and macroscopic levels. The proposed neuro-cognitive model builds
a map reconstruction using the bottom-up facial environmental information and top-down
map information, and generates intention towards the final goal from the macroscopic level.
I proposed a neuro-cognitive model integrates the sensory-motor coordination model with
environmental knowledge as a cognitive map using the bottom-up facial environmental in-
formation and top-down map information. In this chapter, I develop the localization and
mapping to recognize a current facing situation by the topological structure information
from lower level, composed as 3D vector position of nodes, edges, and 3D surface vectors of
nodes. The robot generates intention towards the final goal from the macroscopic level. Fur-
thermore, to integrate the relationship between macroscopic level of behavior commands and
locomotion performance, I develop the bahavior coordination module composed as behav-
ior learning strategy for omnidirectional movement. I also build the tree-structured learning
model to deal with the complexity of the neural structure of CPG. The proposed model has
been tested for omnidirectional movement in biped and quadruped robot. Furthermore, the
proposed neuro-cognitive model has also been implemented for robot climbing behavior,
performing a horizontal-vertical-horizontal movement. The detail explanation every module
is shown as follow:

1. This section shows localization and mapping module integrate the external information
from microscopic level to the cognitive map building. The topological structure with
label information is the input of the module. There are two steps for building the local-
ization and mapping, which is Confidence Node collection and Surface matching. The
nodes of map is composed as (3D position, 3D surface vector, label, and magnitude
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of surface vector). The nodes of GNG is composed as (3D posisition, 3D surface vec-
tor, label, and magnitude of surface vector). To show the effectiveness of the proposed
module, I tested the module into computer simulation. The module can reconstruct the
map and localize the robot position simultaneously.

2. This section proposed the learning strategy for generating omni-directional movement
behavior. The module process the information from macroscopic level and generate
neural structure for the locomotion generator at microscopic level. To achieve the robot
optimatily, movement provision and resulted energy are calculated as the fitness calcu-
lation. In this optimization, the behavior solutions was not deserved well, however, by
increasing the number of generation, good diversity can be acquired. From the experi-
ment shown in Section [], by using this proposed learning model with cross validation,
omni-directional movement behavior can be generated. The model can generate sagit-
tal movement from 0 m/s - 25 m/s, coronal movement from -5 m/s - 5 m/s, and turning
speed (−π/2)0/s - (π/2)0/s. In this proposed method, walking behavior references
generation took a long time, one reference behavior requires one optimization process.
This is one of the problems which should be solved in next development. Walking
behavior references is used as the training data of the learning model. Separated MLP
strategy is successfully approaching the relationship between input and output of walk-
ing behavior. Training iteration and learning process take a long time, and also require
higher performance of learning model, such deep learning model that will be the future
works.

3. This section proposed the module for evolving the sensory-motor integration in a neu-
ral based legged robot locomotion. The learning module integrates the behavior co-
ordination at mesoscopic level and neural model in microscopic level. A new tree
structure-based model of neuron interconnection structure was proposed to simplify
the representation of neural structure. Bacterial programming is used as the optimiza-
tion technique. Based on the optimization, the proposed tree structure can simplify the
process and successfully generate stable walking in biped robot and quadruped robot
as well. From the experimental result in Section 5.3.4, the proposed module can also
generate the sensory-motor neuron interconnection. The signal generated by motor
neurons is adaptively changed depending on the sensory condition. The tree structure
model can be applied for simplifying the representation of sensory-motor interconnec-
tion in any multi-legged robots, it is not limited to biped and quadruped robots.
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6.2 Future Prospect

In the future, I will improve the neuro-cognitive model especially in the proposed cog-
nitive model. Furthermore, the implementation of the proposed model will be extended for
more wider area with higher durability and applicability.
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Appendix A

Design of Quadruped Robot

Our robot is equipped with external and internal sensors. We use point-cloud data information

generated by a laser depth sensor as external sensory information. Since depth sensors are limited

in frequency rate, size, weight, and range, we propose a light-weight array of time-of-flight sensors

which alleviates these limitations. To provide internal sensory information, we use an inertial mea-

suring unit (IMU), four force sensors, and four grip-touch sensors.

As stated in the Council on CompetitivenessNippon (COCN) report, robots suitable for use in

disaster situations must be able to move over all of rough, sloped and natural terrain (grass, uneven

soil), through narrow spaces, and be able to climb stairs and vertical ladders. When we seek inspiration

from the animal kingdom, the cat family (Felidae) stands out as able do all of these things. Cats can

handle many complex environmental conditions. They can swim, are agile, and can climb trees. The

cat offers a most appropriate archetype to imitate in agile quadrupedal robots. The feline robot that

we developed is shown in Figure A.1.

A.1 Mechanical design

Our proposed quadrupedal robot is similar in size to a mature domestic cat: 25 cm (width) 60 cm

(length) 30 cm (height).

A.1.1 Leg’s design

The robots foreleg imitates the cats forelimb structure minus the wrist joint. It has only two

joints, the shoulder and elbow. There are three actuators associated with the ball joint structure of the

shoulder, and one actuator associated with the hinge joint structure of the elbow. To design the robots

hindleg, we considered the cats rhythmic motion, in which the proximal and distal leg segments

maintain their relative angular orientation during most of the cycle, the deviation of angular joints

differing only at the onset of toe-off. In the hindlegs, therefore, we simplified by eliminating the knee
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(a) (b)

(c)

Figure A.1: The quadruped robot
.
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(a) (b) (c)

Figure A.2: The design of Leg a) flexed, b) extended. c) Leg actualization
.

joint so the ankle and hip joints could be directly integrated. The leg can be seen in Figure A.2. There

are five degrees of freedom in each leg, one of which is used as the gripper joint. The tibia is 175 mm

long, and the femur is 145 mm long. The robots Denavit-Hartenberg parameters are summarized in

Table A.1.

Table A.1: DH Table of the joint leg structure.

A.1.2 Body design

The robots overall body shape can be seen in Figure A.3. The shell was 3D-printed in poly-(lactic

acid) (PLA). The robot body comprises three parts: rear, middle, and front. The rear legs are attached

to the rear part, which also holds the NUC PC, IMU sensor, and electrical hardware. The middle part

holds two batteries for the motors and a USB Hub. The front part provides an attachment point for

the neck and head. The head holds a battery for the PC.
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(a)

(b)

(c)

Figure A.3: The robot body (torso and head). (a) Orthographic projections. (b) Interior hard-
ware placements. (c) Exploded parts.
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A.1.3 End of Effector

We designed the end effector to support agile movements such as walking on rough terrain and

climbing vertical ladders. The end effectors must also measure the ground reaction force, and must

satisfy size constraints. When climbing, cats use claws to grasp rocky walls, trees, poles, etc, however,

than is appropriate for our proposed robot. Futhermore, cats grasp by using two limbs in concert. Cats

also find it difficult to climb vertical ladders.

In contrast, humans and monkeys have hands to hold and hang from ladder rungs. However, the

hand mechanism for such hanging behavior needs a huge torque, which would require a correspond-

ingly bigger servomotor. We simplified using a hook-shaped end effector that requires no actuator.

The design can be seen in Figure A.4. The end is rounded to simplify footing, eliminating the need

for an actuator. Furthermore, in the sensory design, we put a force-sensitive resistor (FSR) between

the upper and lower parts of the paw. A switch inside the hook cavity serves as a sensor to detect

whether the paw is hooked over a rung. Behind the paw is a moveable claw for grasping and for sup-

porting the hindleg to stand on a rung. The claw, moved by a low-torque servomotor, helps to avoid

slippage.

A.2 Sensory Systems

We provided the cat robot with several sensors representing exteroceptors and interoceptors. To

represent the exteroceptors, we built a quad-composite time-of-flight sensor for detecting the sur-

roundings in front the robot, and a dual-laser range-finder for observing more widely. To represent

interoceptors, we installed force sensors (force-sensitive resistors) and touch sensors (microswitches)

in each leg, and an inertial measurement unit (IMU) inside the body. We use IMU module NG-IMU,

as specified in Table A.2.

Table A.2: NG-IMU sensor specifications

A.2.1 Quad-Composite Time of Flight sensor

This sensor will be installed in the head of the robot. It combines four CamBoard pico flexx

ToF sensors made by pmd, as specified in Table A.3. The composite sensor structure is depicted in

Figure A.5. This design, combined with the robots head shape, provides a wide field of view in order
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(a)

(b)

Figure A.4: The end effector. (a) CAD drawings (b) The 3D-printed effector.
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Figure A.5: The quad-composite time-of-flight sensor arrangement

to minimize the number of actuators needed in the robots neck. The neck hence contains only one

actuator, rotating in the sagittal plane. The CAD design drawings and photographs can be seen in

Figure A.6.

Table A.3: Time-of-flight sensor specifications

A.2.2 Dual-Laser Range Finder sensor (DLRF)

The DLRF is composed of two LRF sensors, with each LRF is attached to a Dynamixel MX-

28 servomotor. This mechanism allows the sensors to measure distances. The design can be seen in

Figure A.7. Table A.4 shows the specifications of the LRF sensor used. In Figure A.7c we can see

the moving mechanism of the sensors. The sensors will move symmetrically, where if the left sensor

moving clockwise then the opposite sensor will move counterclockwise. Each sensor will move 240

[degree] of range. After reaching the limit degree, then the sensor will move the opposite direction.

Table A.4: LRF sensor specifications
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(a) (b)

(c)

Figure A.6: The quad-composite time-of-flight sensors. (a) Head housing; the sensors are
mounted inside the downward-facing slits. (b) Head cap. (c) The head with installed sensors

(a) (b)

(c)

Figure A.7: Design of DLRF sensor. (a) CAD design. (b) The structure of the sensor (c) The
appearance design of the Dual LRF sensor
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Figure A.8: Structure of the electrical system

A.3 Electrical hardware

The robot has been equipped with a hardware configuration to handle both the internal and the

external sensory information. The hardware structure can be seen in Figure 8. We use an ATmega

8 microcontroller as the sub-controller for pre-processing the internal sensory inputs from the force

sensor, touch sensor, and IMU. A NUC PC core i3 serves as the main controller for processing several

advanced systems such as perception, motion control, communication, and interfacing.

The sub-controller processes analog signals from the force sensor, touch sensor, and IMU sensor

through its analog to digital converter input. The data stream is then transferred to the main controller

via a USB connection. All external sensory information is also conveyed via USB connections. The

main controller generates digital motor control signals for all of the servomotors. There are 12 servo

motors Dynamixel MX-106, 4 servo motors Dynamixel MX-64, and 7 servo motor Dynamixel MX-

28.

The electrical system is powered by two 4cell lithiumpolymer batteries holding 2700 mAh and

one 4cell lithiumpolymer battery holding 2200 mAh. The batteries are expected to be power the robot

for around 15 minutes.
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Musculoskeletal Model of Forelimb and
Hindlimb of Felidae Family of
Quadruped Animal

I design the reflex model of hindlimb and forelimb based on mammal structure. Human beings

have only hindlimb to support their body for locomotion. However, most legged mammals use both

hindlimb and forelimb to support their locomotion [104]. Some researchers have proposed the stance

and swing phase in muscle integrated locomotion. Extensor muscle is involved in stance phase and

flexor muscle is involved in swing phase.

The investigation process of stance-swing phase transition have shown that transition is controlled

by sensory signals from leg proprioceptors. Some of the receptors providing these signals have been

identified [217].

Stepping are process involving swing and stance transition inseparably [188, 148]. Swing to

stance phase transition should be activated automatically based on stimuli from ground force and

hip position. Thus, swing to stance transition is the best timing for controlling movement pattern. I

control the swing stimulation by signal pattern modulation generated by neural oscillator proposed

by Matsuoka. One CPG neuron represents one joint. This signal will stimulate muscle reflex to per-

form swing phase. The proposed method consists of hindlimb and forelimb control model as shown

in Figure B.1.

B.1 Hindlimb reflex model

I are referring to the rhythmic motion study of the cat, where proximal and distal leg segments

retain their relative angular orientation for most parts of the cyclic motion. Compliance mechanism is

implemented between ankle and knee joint [275, 309]. I implement some important muscles and chose
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(a)

(b)

Figure B.1: The muscle reflex structure during its phase. a) Muscle reflex structure in stance
phase. b) Muscle reflex structure in swing phase.
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two muscle in one joint: 1) iliopsoas (IP, hip flexor) 2) Bicep femoris anterior (BFA, hip extensor) 3)

biceps femoris posterior (BFP, knee flexor, and hip extensor) 4) Vastii (VA, knee extensor). I build the

force reflex from the same leg (Fleg) and from the other 3 legs (FA
leg, FB

leg, FC
leg), where A, B, C, are the

contralateral hindlimb, ipsilateral forelimb, and contralateral forelimb, respectively.

B.1.1 Stance phase of hindlimb reflex model

During the stance phase, the muscle stimulation mostly effected by the ground reaction force

(FA
leg) [82, 83]. The ground force signal stimulates positive feedback to extensor muscle in hip joint

(BFA). BFA stimulation (SBFA) gets force feedback from local leg (Fleg ) with calculated in Eq (B.1).

Where l(CE,BFA) is BFA fiber length and l(o f f ,BFA) is its desired length offset. The BFA’s stretch re-

flex prevents large extension torque in hip joint. To reduce inhibition effect to BFA, negative force

feedback of BFA is given to hip flexor (IP). For representing the spring mechanism during the stance

phase, VA is stimulated with its own muscle activity using F+. Then, to initiate the transition to swing

phase, VA and BFP receive positive and negative feedback respectively from contralateral ground

force feedback. The overall muscle stimulation for hindlimb during stance phase can be seen in the

following equations:

SBFA(t) = S0,BFA +GF
BFAFleg ·Gl

BFA(lCE,BFA− lo f f ,BFA) (B.1)

SIP(t) = S0,IP +G f
IPFleg ·Gl

IP(lCE,IP− lo f f ,BFA) (B.2)

SBFP(t) = S0,BFP +Cst
BFP−GF

BFPFA
legFB

leg (B.3)

SVA(t) = S0,VA +GF
VAFA

legFB
leg (B.4)

B.1.2 Swing phase of hindlimb reflex model

The swing transition is initiated in the late stance phase, however, the swing movement is con-

trolled and triggered by a signal from CPG. The ith CPG signal Yi from neuron will trigger hip flexor

muscle (IP) and knee flexor muscle (BFP) for several millisecond. To inhibit early extending process,

IP receives stretch length reflex. Opposite muscle (BFA) also receives its stretch reflex to force the

leg touching the ground. In the end of swing phase, extensor muscle of knee (VA) is stimulated after

ending stimulation of CPG. At this time, BFP tends to be silent. The overall muscle stimulation for

hindlimb during swing phase can be seen in the following equations:

SBFA(t) = S0,BFA−Gy
BFAYIP +Gl,S

BFA(lCE,BFA− lo f f ,BFA) (B.5)

SIP(t) = S0,IP +Gy
IPYIP +Gl,S

IP (lCE,IP− lo f f ,IP) (B.6)

SVA(t) = S0,VA−GY
VAYIP +CVA (B.7)
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SBFP(t) = S0,BFP +GY
BFPYBFP−CBFP +GF

BFPFleg (B.8)

B.2 Forelimb reflex model

The forelimb has an important role as the stability controllerinstead of the locomotion. Forelimb

tends to monitor stability and positioning rather than locomotion. Therefore it has greater action than

hindlimb. Within forelimb, there are some neurological and physiological studies and observational

work about muscle activity. Some research investigated the synchronization of muscle patterns in

cat’s forelimb motion [62, 36, 57].

Forelimb’s movement is produced by many combined muscles, monoarticular and biarticular

muscle[157]. In order to minimize the number of muscle without eliminating its characteristics, I

cluster muscles in every joint into two groups: flexor and extensor muscle. In shoulder joint, I consider

anterior deltoid, pectoralis major, and coracobrachialis muscle as flexor muscle, then latissimus dorsi,

teres major and minor and posterior deltoid muscles as extensor muscle. There are two muscles in

the shoulder and two muscles in the elbow joint (triceps (Tm) and brachialis (Br)). Then there are

two muscles in the wrist (flexor carpi ulnaris and Palmaris Lungus for flexor, extensor Carpi Ulnaris

and extensor Digitorum for extensor muscle). I only consider the monoarticular muscle in flexor or

extensor action.

B.2.1 Stance phase of forelimb reflex model

In stance phase, extensor muscle of elbow, extensor muscle of wrist, and flexor muscle in the

shoulder have stance-related activity predominantly. Shoulder flexor muscle activity starts 20-30 ms

before forelimb lift-off, and continues until the end of the flexion epoch or slightly into E1. In elbow

muscle, activity patterns of all extensors are similar in terms of onset and duration. All begin activity

during E1, usually, after the onset of elbow extension, continue activity across limb placement, and

cease activity just prior to limb lift-off. Activity in all flexors of elbow is also similar. In wrist joint,

flexor muscle is activated in a similar phase with extensor muscle of elbow. After that, it will stop just

prior to lift-off. The overall muscle stimulation for forelimb during stance phase can be seen in the

following equations:

SSF(t) = S0,SF +GF
SFFlegGl

SF(lCE,SF − lo f f ,SF)+GF,A
SF FA

leg (B.9)

SSE(t) = S0,SE −GF
SEFA

legGl
SE(lCE,SF − lo f f ,SF) (B.10)

SEE(t) = S0,SE +GF
SFFA

leg +CEE (B.11)

SEF(t) = S0,EF (B.12)

SWE(t) = S0,WE +GF
WFFA

leg (B.13)
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SWF(t) = S0,WF +CWF (B.14)

B.2.2 Swing phase of forelimb reflex model

In swing phase, extensor muscle in shoulder joint is monophasically active during extension

epoch. It begins activity during E1, and stop just before lift-off. Flexor muscle in elbow joint gen-

erally begins just prior to limb lift-off (F onset) and ceases at or near the onset of E1. Br, which is

the only single joint flexor muscle of elbow, is active just prior to foot lift and remains active until

approximately midswing. Cleidobrachialis (ClB) and biceps brachii (Bit) normally commence their

periods of locomotor activity at about the same time as Br. The activity in ClB, however, always con-

tinue throughout the period of swing. Muscle related to wrist joint generally has low activity during

swing phase [165]. In elbow muscle, activity patterns of all extensors are similar in terms of onset

and duration. All begin activity during E1, usually, after onset of elbow extension, continue activity

across limb placement, and cease activity just prior to limb lift-off. Activity in all flexors of elbow is

also similar. In swing phase, flexor muscle in elbow joint generally begins just prior to limb lift-off

(F onset) and ceases at or near the onset of E1. Br, which is the only single joint flexor muscle of el-

bow, is active just prior to foot lift and remains active until approximately midswing. Cleidobrachialis

(ClB) and biceps brachii (Bit) normally commence their periods of locomotor activity at about the

same time as Br. The activity in ClB, however, always continue throughout the period of swing. The

overall muscle stimulation for forelimb during swing phase can be seen in the following equations:

SSF(t) = S(0,SF +GY
SFYSF +Gl

SF(lCE,SF − lo f f ,SF) (B.15)

SSE(t) = S0,SE −GY
SEYSE +Gl

SE(lCE,SF − lo f f ,SF) (B.16)

SEE(t) = S0,SE −GY
EEYEE +Gl

EE ·YEE · (lEE − (−lo f f ,EF) (B.17)

SEF(t) = S0,EF −GY
EF(1−YEF)+Gl

EF ·YEF · (lEF − lo f f ,EF) (B.18)

SWE(t) = S0,WE +GY
WEYWE (B.19)

SWF(t) = S0,WF +GY
WF(1−YWF) (B.20)

Detail explanation of the parameters can be seen in Table. B.1.
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Table B.1: Range value of the optimized parameter
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