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#### Abstract

Spin-orbit interaction arising from the breaking of spatial-inversion symmetry induces electromagnetic cross-correlation effects, resulting in anomalous optical responses. In present Thesis, we theoretically study anomalous light propagation induced by cross-correlation effects in spin-orbit systems by effective Hamiltonian approach based on a microscopic ground.

First, we investigate nonreciprocal directional dichroism in the magnetic Rashba conductor by deriving an effective Hamiltonian based on an imaginary-time pathintegral formalism. We show that the effective Hamiltonian representing the directional dichroism in the magnetic Rashba conductor is written in terms of toroidal and quadrupole moments as in insulator multiferroics. The toroidal-moment term consists of the vector coupling between toroidal moment and Poynting vector, resulting in the directional dichroism irrespective of the light polarization due to the Doppler shift. We also see that the quadrupole-moment term also induces directional dichroism for linearly-polarized waves. Furthermore, we discuss difference between optical responses of magnetic Rashba conductor and that of $3+1$ dimensional Weyl semimetal in context of the effective Hamiltonian.

Next, we examine optical properties of a Weyl spin-orbit system having quadratic dispersion by deriving an effective Hamiltonian of electromagnetic fields. We demonstrate that an optical chirality order parameter introduced by Lipkin appears in the effective Hamiltonian, and that the optical chirality order parameter indeed leads to natural optical activity from the viewpoint of the effective Hamiltonian.
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## Chapter 1

## Introduction

First of all, we briefly introduce electromagnetic cross-correlation effects and optical responses in spin-orbit systems without spatially-inversion symmetry in Chapter 1. Especially, we focus on effects of Rashba spin-orbit interaction and that of Weyl spin-orbit interaction in medium. We summarize the organization of this Thesis in the last section.

### 1.1 Electromagnetism and spintronics

Lows of electromagnetism that couple electricity to magnetism were discovered by James Clerk Maxwell and Michael Faraday about 150 years ago [1]. Conversion between electric signals and magnetic information plays an important role in the development of currently available information technologies from that time on. Such conversions were first performed using classical laws of electromagnetism, such as Faraday's law and Ampére's law as shown below.

$$
\begin{gather*}
\boldsymbol{\nabla} \times \boldsymbol{E}=-\frac{\partial \boldsymbol{B}}{\partial t}  \tag{1.1}\\
\boldsymbol{\nabla} \times \boldsymbol{B}=\mu_{0} \boldsymbol{j}+\mu_{0} \epsilon_{0} \frac{\partial \boldsymbol{E}}{\partial t}, \tag{1.2}
\end{gather*}
$$

where $\boldsymbol{E}$ and $\boldsymbol{B}$ are electric and magnetic fields, respectively. Here, $\boldsymbol{j}$ is the charge-current density, and $\epsilon_{0}$ and $\mu_{0}$ are the electric permittivity and magnetic permeability of the vacuum, respectively. In magnetic devices such as a cassette tape and a hard disk drive, Faraday's law, Eq. (1.1), was used to read out information while Ampére's law, Eq. (1.2), is applied to write in information by magnetization flip [2].

However, these classical mechanisms have not been able to sufficiently meet the recent technological requirements of fast processing of large amounts of information and high-density storage; hence, they have been gradually replaced by solid-state mechanisms such as spin-transfer torque [3,4]. The interaction Hamiltonian describing the spin-transfer effect in magnets is

$$
\begin{equation*}
H_{\mathrm{st}}=\int \mathrm{d}^{3} r \frac{\hbar P}{2 e}(1-\cos \theta)(\boldsymbol{j} \cdot \nabla) \phi, \tag{1.3}
\end{equation*}
$$

where $\theta$ and $\phi$ are the polar coordinates representing the direction of a magnetization, $P$ is the spin polarization of conduction electrons, $\hbar$ is the Planck constant divided by $2 \pi$, and $e$ is the electron charge. Spin-transfer torque induced by an applied electric current in ferromagnetic metals is a crucially important effect in the context of current-induced magnetization reversal in spintronics. In fact, we see that the spin torque by the electric current, $\boldsymbol{\tau}_{\text {st }} \equiv-\frac{\delta H_{s t}}{\delta \boldsymbol{n}}=-\frac{P}{2 e}(\boldsymbol{j} \cdot \boldsymbol{\nabla}) \boldsymbol{n}$, acts on a magnetization, where $\boldsymbol{n}$ is a unit vector representing the direction of the magnetization; hence the magnetization reversal can be induced by the spin-polarized electric current (spin current) described as $\boldsymbol{j}_{\mathrm{s}} \equiv P \boldsymbol{j}$. The idea of the spin-transfer effect was first proposed theoretically by Berger [5] in the case of a domain wall motion and by Slonczewski [3] and Berger [4] in the case of the uniform magnetization of thin films. The spin-transfer effect arises from the transfer of spin angular momentum from conduction electrons to localized spins which induce the magnetization. The effect is caused by an $s d$ exchange interaction, and the angular momentum transfer occurs owing to the angular momentum conservation [3].

In resent years, the effect arising from spin-orbit interaction attracts the interest of researchers in this context. One example is the magnetization reversal using an effective magnetic field induced by a spin-orbit interaction, called Rashba interaction (Ref. [6]). In the case of a strong sd interaction, i.e., adiabatic limit, the interaction describing the magnetization reversal is given by [ $7-10$ ]

$$
\begin{equation*}
H_{\mathrm{st}, \mathrm{R}}=-\int \mathrm{d}^{3} r\left(\boldsymbol{B}_{\mathrm{eff}, \mathrm{R}} \cdot \boldsymbol{n}\right) \tag{1.4}
\end{equation*}
$$

with

$$
\begin{equation*}
\boldsymbol{B}_{\mathrm{eff}, \mathrm{R}} \equiv \frac{m}{e \hbar}\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{j}_{\mathrm{s}}\right), \tag{1.5}
\end{equation*}
$$

where $m$ is electron mass and $\boldsymbol{\alpha}_{\mathrm{R}}$ is the Rashba field along $z$-axis representing the strength of the Rashba interaction. It was reported that the effective magnetic field induced by the Rashba interaction such as Eq. (1.5) plays a key role in pining for domain wall motion under the electric current [11]. Refs. [12,13] have been argued optical magnetization reversal induced by inverse Faraday effect, which is a nonlinear effect with respect to an incident electric field in the presence of the Rashba interaction.

### 1.2 Spin-orbit interaction

Spin-orbit interaction, which couples the orbital motion of an electron to its spin via a relativistic effect, plays an important role in the context of a mixing of electric and magnetic degrees of freedom. Originally, spin-orbit interaction is derived directly from the Dirac equation as a relativistic effect [14]. Under the effect of electromagnetic fields, the Dirac equation is given by

$$
\begin{equation*}
\left[\sum_{\mu} \gamma^{\mu}\left(i \frac{\partial}{\partial x_{\mu}}-\frac{q}{c} A_{\mu}\right)-m c\right] \psi=0 \tag{1.6}
\end{equation*}
$$

where we set $\hbar=1, \gamma^{\mu}$ is gamma matrices, $c$ is light speed, $m$ is rest mass of Dirac electron, $q$ is the charge of Dirac electron, and $\psi$ is the Dirac field having 4 -components. Here, $A_{\mu} \equiv(\phi, \boldsymbol{A})$ is a gauge field being 4 -vector whose time component is a scalar potential and whose spatial component is a vector potential. Using the $4 \times 4$ matrices, $\alpha^{i} \equiv \gamma^{0} \gamma^{i}$ and $\beta \equiv \gamma^{0}$, Eq. (1.6) reads

$$
\begin{equation*}
i \frac{\partial}{\partial t} \psi=\mathcal{H}_{\text {Dirac }} \psi \tag{1.7}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{H}_{\text {Dirac }} \equiv\left[c \boldsymbol{\alpha} \cdot\left(\boldsymbol{p}-\frac{q}{c} \boldsymbol{A}\right)+m c^{2} \beta+q \phi\right], \tag{1.8}
\end{equation*}
$$

where $\boldsymbol{p} \equiv-i \boldsymbol{\nabla}$ is a linear momentum of Dirac electron and $\mathcal{H}_{\text {Dirac }}$ is the Dirac Hamiltonian being $4 \times 4$. In non-relativistic limit, Eq. (1.8) up to the second order in $\boldsymbol{p}$ reduces to the $2 \times 2$ Hamiltonian such as

$$
\begin{equation*}
\mathcal{H} \simeq \frac{\boldsymbol{p}^{2}}{2 m}-q \phi-\frac{q}{2 m c}(\boldsymbol{B} \cdot \boldsymbol{\sigma})-\frac{q}{16 m^{2} c^{2}}(\boldsymbol{\nabla} \cdot \boldsymbol{E})+\mathcal{H}_{\mathrm{SOI}}, \tag{1.9}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{H}_{\mathrm{SOI}} \equiv-\lambda_{\mathrm{so}} \boldsymbol{E} \cdot(\boldsymbol{p} \times \boldsymbol{\sigma}), \tag{1.10}
\end{equation*}
$$

where $\boldsymbol{\sigma}$ is the vector of Pauli matrices, $\lambda_{\text {so }} \equiv \frac{q}{4 m^{2} c^{2}}$ and $\boldsymbol{E} \equiv-\boldsymbol{\nabla} \phi$ and $\boldsymbol{B} \equiv \boldsymbol{\nabla} \times \boldsymbol{A}$ are electric and magnetic fields, respectively. In Eq. (1.9), the first term is kinetic energy of the charged particle. The second term is the interaction between the particle charge and the scalar potential. The third term is Zeeman interaction describing the coupling between the magnetic field and the particle's spin. The fourth term is called Darwin term. The term $\mathcal{H}_{\text {SOI }}$ is spin-orbit interaction that couples particle motion to it's spin and $\lambda_{\mathrm{so}}$ is the coupling constant of the spin-orbit interaction in vacuum.

### 1.3 Electromagnetic cross-correlation effect induced by Rashba spin-orbit interaction

Recent studies have shown that spin-orbit interaction becomes prominent for surfaces and interfaces containing heavy metals as it significantly modifies their electric and magnetic properties as a consequence of inversion symmetry breaking [15]. The most typical spin-orbit interaction lacking inversion symmetry is the Rashba interaction [6], whose Hamiltonian is as shown below.

$$
\begin{equation*}
\mathcal{H}_{\mathrm{R}}=-\boldsymbol{\alpha}_{\mathrm{R}} \cdot(\boldsymbol{p} \times \boldsymbol{\sigma}), \tag{1.11}
\end{equation*}
$$

where $\boldsymbol{p}$ is a linear momentum of electron, $\boldsymbol{\sigma}$ is the vector of Pauli matrices, and $\boldsymbol{\alpha}_{\mathrm{R}}$ is the Rashba field representing the strength and direction of the Rashba spin-orbit interaction. This form of interaction is derived directly from the Dirac
equation as a relativistic effect as was shown in section 1.2, but its magnitude can be significantly enhanced for solids containing heavy elements as compared to that for the vacuum case.

Of particular current interest is electromagnetic effects induced by such strong spin-orbit interaction because the effects are qualitatively different from conventional electromagnetic responses like in Ohm's law and Curie's law as shown below.

$$
\begin{align*}
\boldsymbol{j} & =\sigma_{\mathrm{B}} \boldsymbol{E}, \\
\boldsymbol{M} & =\chi \boldsymbol{B}, \tag{1.12}
\end{align*}
$$

where $\boldsymbol{j}$ is an electric current, $\boldsymbol{M}$ is a magnetization, $\sigma_{\mathrm{B}}$ is the Boltzmann conductivity, and $\chi$ is the magnetic susceptibility. A direct consequence of the Rashba interaction is electromagnetic cross-correlation effects where a magnetization and an electric current are induced by external electric and magnetic fields, $\boldsymbol{E}$ and $\boldsymbol{B}$, as

$$
\begin{align*}
\boldsymbol{M}_{\mathrm{E}} & =\gamma_{M E}\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{E}\right),  \tag{1.13}\\
\boldsymbol{j}_{\mathrm{IE}} & =\gamma_{j B}\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{B}\right), \tag{1.14}
\end{align*}
$$

where $\gamma_{M E}$ and $\gamma_{j B}$ are coefficients that generally depend on frequency. The Rashba field induces a tangential electron spin texture on Fermi surface depicted in Fig. 1.1, resulting in effects described by Eqs. (1.13) and (1.14). The emergence of spin accumulation from the applied electric field, mentioned in Ref. [6], was studied in detail by Edelstein [17]; hence, this effect is sometimes referred to as the Edelstein effect. Experimentally, the magnetization by Edelstein effect is observed using Kerr effect at interface between $\mathrm{Cu}, \mathrm{Ag}$ and Bismuth oxide [18]. The generation of electric current by a magnetic field or magnetization, called the inverse Edelstein effect [19], was recently observed in a multilayer structure consisting of $\mathrm{Ag}, \mathrm{Bi}$, and a ferromagnet [20]. In Appendixes A. 1 and A.2, we confirm that the the Edelstein and inverse Edelstein effects arise from the spin polarization induced by Rashba interaction through the microscopic calculation in the long-wave region [21,22].


Figure 1.1: Schematic illustration of the electron spin configuration on Fermi surface induced by the Rashba interaction. Black arrows denote the direction of the electron spin. The tangential spin configuration was optically detected in bulk Rashba conductor such as BeTeI [16].

### 1.4 Optical responses in Rashba conductor

### 1.4.1 Birefringence and softening of plasma frequency in non-magnetic Rashba conductor

Recent studies (Refs. [21,22]) showed that the cross-correlation effects of the Rashba spin-orbit interaction lead to anomalous optical properties in bulk Rashba conductor. From Eqs. (1.13), we obtain a magnetization current induced by the Edelstein effect as

$$
\begin{align*}
\boldsymbol{j}_{\mathrm{E}} & \equiv \boldsymbol{\nabla} \times \boldsymbol{M}_{\mathrm{E}} \\
& =i \gamma_{M E}\left[\left(\boldsymbol{\alpha}_{\mathrm{R}} \cdot \boldsymbol{k}\right) \boldsymbol{E}-(\boldsymbol{k} \cdot \boldsymbol{E}) \boldsymbol{\alpha}_{\mathrm{R}}\right] \tag{1.15}
\end{align*}
$$

where $\boldsymbol{k}$ is the wave vector of electromagnetic waves. Using Faraday's law ( $\boldsymbol{\nabla} \times \boldsymbol{E}=$ $\left.-\frac{\partial \boldsymbol{B}}{\partial t}\right)$ and the Onsager's reciplocal relation $\left(\gamma_{j B}=i \omega \gamma_{M E}\right.$, where $\omega$ is angular frequency of electromagnetic waves), Eq. (1.14) is rewritten as

$$
\begin{equation*}
\boldsymbol{j}_{\mathrm{IE}}=i \gamma_{M E}\left[\left(\boldsymbol{\alpha}_{\mathrm{R}} \cdot \boldsymbol{E}\right) \boldsymbol{k}-\left(\boldsymbol{\alpha}_{\mathrm{R}} \cdot \boldsymbol{k}\right) \boldsymbol{E}\right] . \tag{1.16}
\end{equation*}
$$

We thus get the electric current including the cross-correlation effects as

$$
\begin{equation*}
j_{\mathrm{EE}-\mathrm{IE}, \mu} \equiv j_{\mathrm{E}, \mu}+j_{\mathrm{IE}, \mu}=\sum_{\nu} \sigma_{\mu \nu}^{\mathrm{EE}-\mathrm{IE}} E_{\nu}, \tag{1.17}
\end{equation*}
$$

with

$$
\begin{equation*}
\sigma_{\mu \nu}^{\mathrm{EE}-\mathrm{IE}}(\omega)=i \gamma_{M E}\left(k_{\mu} \alpha_{\mathrm{R}, \nu}-\alpha_{\mathrm{R}, \mu} k_{\nu}\right) \tag{1.18}
\end{equation*}
$$

where $\sigma_{\mu \nu}^{\mathrm{EE}-\mathrm{IE}}$ is an electric conductivity tensor being liner in $\boldsymbol{k}$. Above equation indicates that Edelstein and inverse Edelstein effects give rise to an antisymmetric
component of the electric conductivity tensor, resulting in an anomalous optical response for linearly-polarized waves such as birefringence [21, 22]. In fact, from Maxwell's equations and Eq. (1.18), we obtain the dispersion relation of light describing extraordinary waves where the direction of Poynting vector and that of the wave vector differ,

$$
\begin{equation*}
k=\omega\left[c^{2}-\left(\frac{\gamma_{M E} \alpha_{\mathrm{R}}}{\epsilon_{0}}\right)^{2}\right]^{-\frac{1}{2}} \tag{1.19}
\end{equation*}
$$

where $c$ is the light velocity in vacuum.
Furthermore, it was pointed out that a strongly anisotropic light propagation arises from the electric current induced by a direct coupling between Edelstein effect and inverse Edelstein effect defined as

$$
\begin{equation*}
\boldsymbol{j}_{\mathrm{EIE}} \equiv \gamma_{M E}\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{M}_{\mathrm{E}}\right) \tag{1.20}
\end{equation*}
$$

The anisotropic contribution arising from the Rashba field is written by diagonal components of the electric conductivity tensor as shown below [21,22]. (see Appendix A. 3 for details of the derivation.)

$$
\begin{equation*}
\sigma_{\mu \nu}^{\mathrm{EIE}}(\omega)=\frac{i e^{2}}{\omega+i 0} \frac{n_{\mathrm{e}}}{m}\left[\delta_{\mu \nu}[1+C(\omega)]-\hat{\alpha}_{\mathrm{R}, \mu} \hat{\alpha}_{\mathrm{R}, \nu} C(\omega)\right], \tag{1.21}
\end{equation*}
$$

where $\hat{\boldsymbol{\alpha}}_{\mathrm{R}} \equiv \boldsymbol{\alpha}_{\mathrm{R}} /\left|\boldsymbol{\alpha}_{\mathrm{R}}\right|$ is a unit vector representing the direction of the Rashba field, 0 is a positive infinitesimal, and $n_{\mathrm{e}}$ and $C(\omega)$ are defined in Eq. (A.28) and Eq. (A.13), respectively. Equation (1.21) leads to the softening of plasma frequency due to $C(\omega)$ originated from the current-spin correlation function. As a consequence of the softening of plasma frequency, the dispersion relation being hyperbola for linearly-polarized waves,

$$
\begin{equation*}
\frac{\omega^{2}}{c^{2}}=\frac{k_{x}^{2}}{1+\epsilon_{z z}^{\mathrm{EIE}}}+\frac{k_{z}^{2}}{1+\epsilon_{x x}^{\mathrm{EIE}}}, \tag{1.22}
\end{equation*}
$$

can emerge, resulting in a hyperbolic metamaterial [23] that exhibits a negative refraction and a focusing effect, where $\epsilon_{x x}^{\mathrm{EIE}}=-\frac{\omega_{p}^{2}}{\omega^{2}}[1+C(\omega)], \epsilon_{z z}^{\mathrm{EIE}}=-\frac{\omega_{p}^{2}}{\omega^{2}}$, and $\omega_{p} \equiv \sqrt{\frac{e^{2} n_{e}^{2}}{\epsilon_{0} m}}$ is the plasma frequency. Here, we used the relation, $\epsilon_{\mu \nu}=\delta_{\mu \nu}+i \frac{1}{\epsilon_{0} \omega} \sigma_{\mu \nu}$.

### 1.4.2 Directional dichroism in magnetic Rashba conductor

Until now, we introduce electromagnetic cross-correlation effects and optical responses in the Rshaba system with time-reversal inversion. Refs. [21,22] also reported anomalous optical responses in magnetic Rashba conductors realized in the Rashba system attached ferromagnet. In such systems, the time-reversal invariance breaking is caused by the sd exchange interaction that couples the electron spin to the magnetization, whose Hamiltonian is given by

$$
\begin{equation*}
H_{s d}=-J_{s d} \int \mathrm{~d}^{3} r(\boldsymbol{M} \cdot \boldsymbol{\sigma}) \tag{1.23}
\end{equation*}
$$

where, $\boldsymbol{M}$ is the magnetization vector, $\boldsymbol{\sigma}$ is the vector of Pauli matrices, and $J_{s d}$ is the strength of the exchange interaction.

If Rashba conductors are magnetic or under the effect of an external magnetic field, directional dichroism, a form of anisotropic wave propagation, has been shown to occur as with insulator multiferroics. An electric conductivity tensor describing optical responses in magnetic Rashba conductors is given by [21,22]

$$
\begin{align*}
\sigma_{\mu \nu}^{M}(\Omega)= & \sigma^{\mathrm{AHE}}(\Omega) \sum_{l} \epsilon_{\mu \nu l} M_{k}^{\|} \\
& +\sigma_{1}^{M}(\Omega)\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{M}\right) \cdot \boldsymbol{q}\left[\delta_{\mu \nu}-\hat{\alpha}_{\mathrm{R}, \mu} \hat{\alpha}_{\mathrm{R}, \nu}\right] \\
& +\sigma_{2}^{M}(\Omega)\left[\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{M}\right)_{\mu} q_{\nu}^{\perp}+\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{M}\right)_{\nu} q_{\mu}^{\perp}\right] \\
& +\sigma_{3}^{M}(\Omega) \sum_{\ell m}\left[M_{\mu}^{\perp} \alpha_{\mathrm{R}, \ell} \epsilon_{\nu \ell m}+\epsilon_{\mu \ell m} M_{\nu}^{\perp} \alpha_{\mathrm{R}, \ell}\right] q_{m}, \tag{1.24}
\end{align*}
$$

where $\boldsymbol{q}$ and $\Omega$ are the wave vector and angular frequency of electromagnetic waves, respectively, $\boldsymbol{q}^{\perp} \equiv \boldsymbol{q}-\hat{\boldsymbol{\alpha}}_{\mathrm{R}}\left(\hat{\boldsymbol{\alpha}}_{\mathrm{R}} \cdot \boldsymbol{q}\right), \boldsymbol{M}^{\|} \equiv\left(\boldsymbol{\alpha}_{\mathrm{R}} \cdot \boldsymbol{M}\right) \boldsymbol{\alpha}_{\mathrm{R}}, \boldsymbol{M}^{\perp} \equiv \boldsymbol{M}-\hat{\boldsymbol{\alpha}}_{\mathrm{R}}\left(\hat{\boldsymbol{\alpha}}_{\mathrm{R}} \cdot \boldsymbol{M}\right)$, $\epsilon_{\mu \nu l}$ is a totally antisymmetric tensor, and $\sigma^{\mathrm{AHE}}, \sigma_{1}^{M}, \sigma_{2}^{M}$, and $\sigma_{3}^{M}$ are coefficients depending on the angular frequency. The antisymmetric component being $\boldsymbol{q}^{0}$ with $\sigma^{\text {AHE }}$ on the right-hand side of Eq. (1.24) induces anomalous Hall effect [24] when $\boldsymbol{\alpha}_{\mathrm{R}} \cdot \boldsymbol{M}$ is finite, resulting in the magneto-optical effect such as Faraday effect [25] for circularly-polarized waves traveling along in the direction of magnetization. The dispersion relation describing the Faraday effect is

$$
\begin{equation*}
\boldsymbol{q}^{2}=\frac{\Omega^{2}}{c^{2}}\left[1 \pm \frac{\sigma^{\mathrm{AHE}}(\Omega) \alpha_{\mathrm{R}}^{2}(-M)}{\epsilon_{0} \Omega}\right], \tag{1.25}
\end{equation*}
$$

where $\pm$ stands for the sense of circular polarization. On the other hand, the symmetric terms proportional to $\boldsymbol{q}^{1}$ on the right-hand side of Eq. (1.24) lead to diagonal components, resulting in directional dichroism depending on the direction of light propagation in the case where $\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{M}$ being finite and $\boldsymbol{q}$ take parallel or antiparallel configuration. In fact, the dispersion relation describing the directional dichroism for linearly-polarized waves is shown to be $[21,22]$

$$
\begin{equation*}
q=\frac{\Omega}{c} \sqrt{1+\epsilon_{x x}^{\mathrm{EIE}}}+\sigma_{13}^{M}(\Omega)\left[\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{M}\right) \cdot \hat{\boldsymbol{q}}\right] \tag{1.26}
\end{equation*}
$$

where $\sigma_{13}^{M} \equiv \sigma_{1}^{M}+\sigma_{3}^{M}$.
The directional dichroism was found to be governed by the relative direction of the wave vector and another vector $\mathcal{A}_{\mathrm{R}} \equiv \boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{M}$ depicted in Fig. 1.2. The latter vector is known to be an effective gauge field coupled with the electron's spin (Rashba-induced spin gauge field), which generates a spin current [26-28]. From the symmetry point of view, the Rashba field $\boldsymbol{\alpha}_{\mathrm{R}}$ is equivalent to an electric polarization $\boldsymbol{P}$ (Ref. [29]); hence, the vector $\boldsymbol{\mathcal { A }}_{\mathrm{R}}$ works as a toroidal moment $\boldsymbol{t} \equiv \boldsymbol{P} \times \boldsymbol{M}$. The toroidal moment has been reported to act as an effective vector potential for light in the case of multiferroics [30]; however, microscopic justification for the same has not been provided. The study in Refs. [21,22] further discussed that the effective theory describing magnetic Rashba conductors is similar to the one describing insulator multiferroics.

In Chapter 2, we examine the propagation of electromagnetic waves in magnetic Rashba conductors based on an effective Hamiltonian analysis on a microscopic ground. We show that the effective Hamiltonian describing the directional dichroism consists of two terms, one representing the Doppler shift and the other denoting the cross-correlation effect induced by a quadrupole moment [31]. The results of our study confirm with those of Refs. [21,22] obtained by calculating an optical conductivity.


Figure 1.2: Schematic illustration of the directional dichroism in the magnetic Rashba conductor. When the toroidal moment (Rashba-induced spin gauge field) $\mathcal{A}_{\mathrm{R}} \equiv \boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{M}$ is finite, the directional dichroism is caused by the coupling between the toroidal moment and the wave vector of light.

### 1.5 Spin gauge fields

In this section, we introduce two spin gauge fields. First one is the Volovik's spin gauge field, and second one is the Rashba-induced spin gauge field which plays an important part in argument about the directional dichroism in magnetic Rashba conductors. Rewriting the spin-transfer interactions shown in Sec. 1.1 in terms of the spin gauge fields, we see that these fields generate the spin current.

### 1.5.1 Volovik's spin gauge field



Figure 1.3: Schematic illustration of ferromagnetic metals with inhomogeneous magnetization texture. Electrons travel in the metals under the effect of the strong $s d$ exchange interaction.

In ferromagnetic metals without the Rashba interaction depicted in Fig 1.3, an effective electromagnetic field arises from the $s d$ exchange interaction described by

$$
\begin{equation*}
H_{s d}=-\Delta_{s d} \int \mathrm{~d}^{3} r\left(\boldsymbol{n} \cdot \boldsymbol{s}_{\mathrm{e}}\right) \tag{1.27}
\end{equation*}
$$

where $\Delta_{s d} \equiv J_{s d} M$ is the exchange energy, $M \equiv|\boldsymbol{M}|, \boldsymbol{n}$ is a unit vector representing the direction of the magnetization, and $s_{\mathrm{e}}$ is the direction of the conduction electron spin. When this exchange interaction is strong, the conduction electron spin is aligned parallel to the magnetization direction, and this effect results in a quantum mechanical phase attached to the electron spin when the electron moves (see Ref. [32] for details of derivation). The spin part of the electron wave function with the expectation value along $\boldsymbol{n} \equiv \boldsymbol{n}(\boldsymbol{r})$ is $|\boldsymbol{n}\rangle=\cos \frac{\theta}{2}|\uparrow\rangle+\sin \frac{\theta}{2} e^{i \phi}|\downarrow\rangle$, where $\boldsymbol{r}$ means a position, $\theta$ and $\phi$ are the polar coordinates of $\boldsymbol{n}$, and $|\uparrow\rangle$ and $|\downarrow\rangle$ denote the spin states [33].


Figure 1.4: Schematic illustration of electron hopping. The strong sd interaction changes the direction of the electron spin when the electron travels in the inhomogeneous magnetization texture.

When the electron hops over a small distance $\mathrm{d} \boldsymbol{r} \equiv \boldsymbol{r}^{\prime}-\boldsymbol{r}$ to a nearby site where the magnetization is along $\boldsymbol{n}^{\prime} \equiv \boldsymbol{n}\left(\boldsymbol{r}^{\prime}\right)$ as is shown in Fig. 1.4, the overlap
of the wave functions is calculated as $\left\langle\boldsymbol{n}^{\prime} \mid \boldsymbol{n}\right\rangle \simeq e^{\frac{i}{\hbar} e \boldsymbol{A}_{\mathrm{s}}^{z} \cdot \mathrm{dr} \boldsymbol{r}}$, where

$$
\begin{equation*}
\boldsymbol{A}_{\mathrm{s}}^{z}=\frac{\hbar}{2 e}(1-\cos \theta) \boldsymbol{\nabla} \phi, \tag{1.28}
\end{equation*}
$$

and the factor of $\frac{1}{2}$ is due to the magnitude of the electron spin. The field $\boldsymbol{A}_{\mathrm{s}}^{z}$ is an effective vector potential or an effective gauge field. When the electron's path is finite, the phase becomes $\varphi=\frac{e}{\hbar} \int_{C} \mathrm{~d} \boldsymbol{r} \cdot \boldsymbol{A}_{\mathrm{s}}^{z}$. The existence of the phase means that there is an effective magnetic field $\boldsymbol{B}_{\mathrm{s}}$, as seen by rewriting the integral over a closed path using the Stokes theorem as $\varphi=\frac{e}{\hbar} \int_{S} \mathrm{~d} \boldsymbol{S} \cdot \boldsymbol{B}_{\mathrm{s}}$, where $\boldsymbol{B}_{\mathrm{s}} \equiv \boldsymbol{\nabla} \times \boldsymbol{A}_{\mathrm{s}}^{z}$. The time derivative of the phase is equivalent to a voltage, and thus, we have an effective electric field defined by $\dot{\varphi}=-\frac{e}{\hbar} \int_{C} \mathrm{~d} \boldsymbol{r} \cdot \boldsymbol{E}_{\mathrm{s}}$, where $\boldsymbol{E}_{\mathrm{s}} \equiv-\dot{\boldsymbol{A}}_{\mathrm{s}}^{z}$. These two fields satisfy Faraday's law, $\boldsymbol{\nabla} \times \boldsymbol{E}_{\mathrm{s}}+\boldsymbol{B}_{\mathrm{s}}=0$. We therefore have effective electromagnetic fields that couple to the conduction electron spin as a result of the $s d$ exchange interaction. We call the field a spin electromagnetic field [34]. Using the explicit form of the effective gauge field, Eq. (1.28), we see that the emergent spin electromagnetic fields are

$$
\begin{align*}
\boldsymbol{E}_{\mathrm{s}, i} & =-\frac{\hbar}{2 e} \boldsymbol{n} \cdot\left(\dot{\boldsymbol{n}} \times \nabla_{i} \boldsymbol{n}\right), \\
\boldsymbol{B}_{\mathrm{s}, i} & =\frac{\hbar}{4 e} \sum_{j k} \epsilon_{i j k} \boldsymbol{n} \cdot\left(\nabla_{j} \boldsymbol{n} \times \nabla_{k} \boldsymbol{n}\right) . \tag{1.29}
\end{align*}
$$

The magnetic component $\boldsymbol{B}_{\mathrm{s}}$ is the spin Berry's curvature [35] or scalar chirality. The electric component $\boldsymbol{E}_{\mathrm{s}}$, called the spin motive force, is a chirality in the space-time, which arises when the magnetization structure $\boldsymbol{n}$ is time-dependent. The expression Eq. (1.29) was derived by Volovik in 1987 [36]. Experimentally, the spin magnetic field (the spin Berry's curvature) has been observed using the anomalous Hall effect ${ }^{1}$ in frustrated ferromagnets $[37,38]$. The spin electric field has been measured in the motion of various ferromagnetic structures such as domain walls [41], magnetic vortices [42], and skyrmions [43].

By use of Eq. (1.28), we see that the spin-transfer interaction, Eq. (1.3), is represented as a gauge coupling to the adiabatic spin gauge field (Volovik's spin gauge field) (Refs [2,44]) as shown below.

$$
\begin{equation*}
H_{\mathrm{st}}=\int \mathrm{d}^{3} r\left(\boldsymbol{j}_{\mathrm{s}} \cdot \boldsymbol{A}_{\mathrm{s}}^{z}\right), \tag{1.30}
\end{equation*}
$$

where $\boldsymbol{j}_{\mathrm{s}}$ is the spin-polarized electric current. Above expression clearly shows that the adiabatic spin gauge field $\boldsymbol{A}_{\mathrm{s}}^{z}$ induces the spin current. In the case of the $s d$ interaction having time dependence, it is theoretically shown that non-adiabatic components of an $\mathrm{SU}(2)$ spin gauge field intrinsically contribute to the spin current generation in the context of the spin pumping effect [45].
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### 1.5.2 Rashba-induced spin gauge field

In Ref. [27], the Rashba-induced spin gauge field is derived in the strong sd coupling region by calculating a pumped electric current, $\boldsymbol{j}_{\text {pump }}$, by magnetization texture and a spin Hall current, $\boldsymbol{j}_{\text {Hall }}$, by effective magnetic field based on the microscopic transport theory $[28,46]$. These electric currents are given by (see Appendixes C. 1 and C. 2 for details of derivation)

$$
\begin{align*}
\boldsymbol{j}_{\text {pump }} & =\boldsymbol{j}^{(\mathrm{A})}+\boldsymbol{j}^{(\mathrm{B})}+\boldsymbol{j}^{(\mathrm{C})} \\
& =-a_{1} \frac{\partial}{\partial t}\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{n}\right)+b_{1} \boldsymbol{\nabla} \times\left[\boldsymbol{\nabla} \times\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{n}\right)\right],  \tag{1.31}\\
\boldsymbol{j}_{\text {Hall }} & =\boldsymbol{j}^{(\text {Hall }, 1)}+\boldsymbol{j}^{(\text {Hall, }, 2)} \\
& =-c_{1} \boldsymbol{E} \times\left[\boldsymbol{\nabla} \times\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{n}\right)\right], \tag{1.32}
\end{align*}
$$

where $\boldsymbol{n}$ is a unit vector representing the direction of the magnetization. Contributions for $\boldsymbol{j}_{\text {pump }}$ and $\boldsymbol{j}_{\text {Hall }}$ at the linear order of the Rashba interaction are diagrammatically shown in Fig. 1.5 and Fig. 1.6, respectively. The coefficients $a_{1}$, $b_{2}$, and $c_{3}$ are defined in Appendixes C. 1 and C.2.

From Eq. (1.31), Eq. (1.32), and Maxwell's equation including effective spin electromagnetic fields in medium (Refs. [28, 46]),

$$
\begin{equation*}
\boldsymbol{j}=\sigma_{\mathrm{s}} \boldsymbol{E}_{\mathrm{s}, \mathrm{eff}}+\frac{1}{\mu_{\mathrm{s}}} \boldsymbol{\nabla} \times \boldsymbol{B}_{\mathrm{s}, \mathrm{eff}}, \tag{1.33}
\end{equation*}
$$

with the spin-dependent electric conductivity $\sigma_{\mathrm{s}}$ and the spin-dependent magnetic permeability $\mu_{\mathrm{s}}$, Rashba-induced spin electric and magnetic fields are obtained as

$$
\begin{align*}
& \boldsymbol{E}_{\mathrm{R}} \equiv-\dot{\mathcal{A}}_{\mathrm{R}}=-\boldsymbol{\alpha}_{\mathrm{R}} \times \dot{\boldsymbol{n}} \\
& \boldsymbol{B}_{\mathrm{R}} \equiv \boldsymbol{\nabla} \times \mathcal{A}_{\mathrm{R}}=\boldsymbol{\nabla} \times\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{n}\right), \tag{1.34}
\end{align*}
$$

respectively. These two fields satisfy Faraday's law, $\boldsymbol{\nabla} \times \boldsymbol{E}_{\mathrm{R}}+\dot{\boldsymbol{B}_{\mathrm{R}}}=0$. Here,

$$
\begin{equation*}
\mathcal{A}_{\mathrm{R}} \equiv \boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{n} \tag{1.35}
\end{equation*}
$$

is the Rashba-induced spin gauge fields [27], which is an effective vector potential for electron spin. The spin-dependent electric conductivity, magnetic permeability, and Hall conductivity are given by $a_{1}, b_{1}^{-1}$, and $c_{1}$, respectively. Using the above expression, the spin-transfer interaction by the Rashba interaction, Eq. (1.4), is rewritten as a form of gauge coupling as shown below.

$$
\begin{equation*}
H_{\mathrm{st}, \mathrm{R}}=\int \mathrm{d}^{3} r \frac{m}{e}\left(\boldsymbol{j}_{\mathrm{s}} \cdot \mathcal{A}_{\mathrm{R}}\right) . \tag{1.36}
\end{equation*}
$$

Therefore, we see that the Rashba-induced spin gauge fields $\mathcal{A}_{\mathrm{R}}$ plays a role of the spin current generation as with the adiabatic spin gauge field suggested by Volovik.
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Figure 1.5: The Feynman diagrams for the electric current pumped by non-uniform magnetization texture and the Rashba field. Solid lines represent the conducting electrons' Green's function including the $s d$ interaction. The dotted lines and the dotted wavy lines denote the Rashba field $\boldsymbol{\alpha}_{\mathrm{R}}$ and the spin gauge field $\boldsymbol{A}_{\mathrm{s}}$, respectively. Diagrams (a) and (b) are contributions of $\boldsymbol{j}^{(\mathrm{A})}$. Diagrams (c), (d), (e), and (f) are contributions of $\boldsymbol{j}^{(\mathrm{B})}$. Diagram (g) is contribution of $\boldsymbol{j}^{(\mathrm{C})}$. Note that $\boldsymbol{j}^{(\mathrm{C})}$ dose not contribute to the expression for the pumped current in this calculation.
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Figure 1.6: The Feynman diagrams for the spin Hall current driven by the Rashbainduced spin magnetic field. Solid lines represent the conducting electrons' Green's function including the $s d$ interaction. The dotted lines and the wavy lines denote the Rashba interaction and the gauge field $\boldsymbol{A}$, respectively. Diagrams (a), (b), and (c) are contributions of $\boldsymbol{j}^{(\text {Hall,1) })}$. Diagrams (d) and (e) are contributions of $\boldsymbol{j}^{\text {(Hall,2) }}$. As was pointed out in Ref. [27], the contribution arising from the spin gauge field $\boldsymbol{A}_{\mathrm{s}}$ is negligibly small in this description. Note that $\boldsymbol{j}^{(\text {Hall,2) }}$ does not contribute to the expression for the Hall current in this calculation.

As has been reported by Volovik [36], the original spin gauge field (adiabatic spin gauge field) occurs in the absence of the Rashba interaction in the strong $s d$-coupling regime (Ref. [32]), and induces effective electric and magnetic fields acting on electron spin as was shown in Sec. 1.5.1. Originally, the emergence of the effective electric field from moving magnetic structures was found in 1986 by Berger, where a voltage generated by canting a moving domain wall was calculated [5]. Stern discussed the motive force in the context of the spin Berry's phase and the Aharonov-Bohm effect in a ring, and showed similarity to Faraday's law [47]. The spin motive force was rederived in Ref. [48] in the case of the domain wall motion, and discussed in the context of topological pumping in Ref. [49]. Recenty, a generation mechanism of a spin electric field using a nonlinear effect of nonmonochromatic spin-wave excitations was proposed in Ref. [50]. This mechanism is applicable to the case of a uniform magnetization, and it would have a great advantage in applications over common setups using non-coplanar structures. This theoretical considerations call for an experimental verification of the effect. The coupling of adiabatic spin gauge field to electromagnetic field was studied based on the effective Hamiltonian study in Refs. [50,51]. It was found that the spin-transfer effect is described using the linear coupling term of the adiabatic spin gauge field and the electric field ${ }^{2}$. Ref. [54] reported the effect of adiabatic spin gauge field on

[^1]nonlinear optical effects and a topological inverse Faraday effect was shown to have occurred from a spin Berry's curvature in the absence of a spin-orbit interaction.

Those works consider only the adiabatic limit, i.e., in the case of a strong $s d$ exchange interaction and in the absence of spin-dependent scattering. The idea of the spin motive force has recently been extended to include the spin-orbit interaction $[26,27,34,55-58]$, and it was shown that the spin-orbit interaction modifies the spin electric field. It was also shown that the spin electromagnetic field arises even in the limit of the weak $s d$ interaction [28,46], as was shown in Eq. (1.33). The case of the Rashba spin-orbit interaction has been studied in detail recently. It was shown that the spin electric field in this case emerges even from a uniform precession of magnetization $[27,34]$. This fact suggests that the Rashba interaction at interfaces would be useful in controlling the spin-charge conversion. The Rashba-induced spin electric field induces a voltage in the same direction as in the inverse spin Hall and inverse Edelstein effects $[20,59]$ driven by the spin pumping effect [60]. It was also pointed out that the spin electromagnetic fields in the presence of spin relaxation satisfy Maxwell's equations with spin magnetic monopoles that are driven dynamically [28].

### 1.6 Optical responses and cross-correlation effects in Weyl spin-orbit system

Optical responses and cross-correlation effects are qualitatively discussed based on symmetry argument. An optical response for circularly-polarized waves, natural optical activity, is caused by the inversion symmetry breaking which induces an antisymmetric off-diagonal component linear in the wave vector of light in an electric conductivity tensor [61]. Natural optical activity of chiral molecules was phenomenologically discussed in Ref. [62]. It was pointed out that chiral nature leads to the electric flux density and magnetic field strength, $\boldsymbol{D}$ and $\boldsymbol{H}$, given by

$$
\begin{align*}
& \boldsymbol{D}=\epsilon\left[\boldsymbol{E}-\frac{g}{\epsilon} \dot{\boldsymbol{B}}\right], \\
& \boldsymbol{H}=\frac{1}{\mu}[\boldsymbol{B}-\mu g \dot{\boldsymbol{E}}], \tag{1.37}
\end{align*}
$$

where $\boldsymbol{E}$ and $\boldsymbol{B}$ are electric and magnetic fields, respectively. $\epsilon$ and $\mu$ are the electric permittivity and magnetic permeability in the medium, respectively, and the constant $g$ characterizes the breaking of spatial inversion symmetry. It was demonstrated through discussion on a correlation function that $g$ is finite when the inversion symmetry is broken [63].

In the case of electron systems, a typical chiral system is the one with the Weyl spin-orbit interaction (Refs. [64-66]), whose Hamiltonian is given by

$$
\begin{equation*}
\mathcal{H}_{\mathrm{W}}=-\lambda(\boldsymbol{p} \cdot \boldsymbol{\sigma}) \tag{1.38}
\end{equation*}
$$

spin-wave-Doppler shift even in antiferromagnets.
where $\lambda$ stands for the coupling constant of the spin-orbit interaction with broken inversion symmetry. The interaction, Eq. (1.38), breaks mirror symmetry with respect to all the three axes (Ref. [67]), resulting in a radial electron spin texture on Fermi surface [68] depicted in Fig. 1.7. The radial electron spin texture generates magnetization by the electric field in the system having helical structure such as Se or Te [68]. In Chapter 3, we examine natural optical activity in the Weyl spin-orbit system by deriving an effective Hamiltonian for electromagnetic fields.


Figure 1.7: Schematic illustration of the electron spin configuration on Fermi surface induced by the Weyl interaction. Black arrows denote the direction of the electron spin.

The Weyl spin-orbit systems, where time-reversal symmetry is kept, are called truly chiral systems [69]. In contrast, quantity which breaks time-reversal invariance besides spatial one is called "false chirality" . A symmetry analysis showed that the truly chiral interaction $\boldsymbol{p} \cdot \boldsymbol{\sigma}$ leads to natural optical activity in chiral molecules [69]. In the case of electromagnetism, quantities with "false chirality" are $\boldsymbol{E} \cdot \boldsymbol{B}$ and $\boldsymbol{E} \times \boldsymbol{B}$. The scaler product $\boldsymbol{E} \cdot \boldsymbol{B}$ appears in an effective Hamiltonian of 3+1-dimensional Weyl semimetal in the form $\mathcal{H}_{\theta}=\theta(\boldsymbol{r}, t) \boldsymbol{E} \cdot \boldsymbol{B}[70,71]$, where $\theta(\boldsymbol{r}, t)$ is a topological field depending on space $\boldsymbol{r}$ and time $t$. The effective Hamiltonian leads to topological electromagnetic cross-correlation effects such as chiral magnetic effect and anomalous Hall effect [72]. The vector product form $\boldsymbol{E} \times \boldsymbol{B}$ appears in magnetic Rashba conductors [31] or insulator multiferroics [73]. The effective Hamiltonian in this case is $\mathcal{H}_{u}=\boldsymbol{u} \cdot(\boldsymbol{E} \times \boldsymbol{B})$ with a constant vector $\boldsymbol{u}$ representing an intrinsic flow and it could cause directional dichroism [31], as is shown in Chapter 2.

### 1.7 Overview of this Thesis

This Thesis is structured as follows. In Chapter 2, we examine an anisotropic light propagation, directional dichroism, in magnetic Rashba conductors in terms of an effective Hamiltonian for electromagnetic fields. By deriving the effective Hamiltonian based on an imaginary-times path-integral formalism, we show
that the directional dichroism in magnetic Rashba conductors is described by the toroidal-moment term and the quadrupole moment term like in insulator multiferroics. From the result, the directional dichroism is interpreted as Doppler shift of light. Furthermore, we discuss optical responses in relativistic spin-orbit systems such as 3+1-dimensional Weyl semimetals. This work was reported in Ref. [31]. In Chapter 3, we investigate optical properties of a Weyl spin-orbit system with quadratic dispersion by deriving an effective Hamiltonian of electromagnetic fields. We show that an optical chirality order parameter appears in the effective Hamiltonian, and describes natural optical activity in a typically chiral system. This work was reported in Ref. [74].

## Chapter 2

## Theory of nonreciprocal directional dichroism in magnetic Rashba conductor

Rashba spin-orbit interaction leads to a number of electromagnetic cross correlation effects by inducing a mixing of electric and magnetic degrees of freedom as mentioned in Introduction. In this Chapter, we investigate the optical properties of a magnetic Rashba conductor by deriving an effective Hamiltonian based on an imaginary-time path-integral formalism. We show that the effective Hamiltonian can be described in terms of toroidal and quadrupole moments, as has been argued in the case of insulator multiferroics [31]. The toroidal moment turns out to coincide with the spin gauge field induced by the Rashba field. It causes Doppler shift by inducing intrinsic electric current, resulting in anisotropic light propagation (directional dichroism) irrespective of the polarization. In addition, we see that the quadrupole moment contributes to the linear dichroism for linearly-polarized waves.

### 2.1 Phenomenological argument: Doppler-shift picture

In this section, we discuss an effective Hamiltonian for electromagnetic fields in magnetic Rashba conductors with breaking of both spatial-inversion symmetry and time-reversal invariance from the symmetry point of view.

In the case of electromagnetism in vacuum, the effective Hamiltonian density of electromagnetic fields induced by charged particles (electrons) is restricted to [75]

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2}\left(\epsilon_{0}|\boldsymbol{E}|^{2}+\frac{1}{\mu_{0}}|\boldsymbol{B}|^{2}\right), \tag{2.1}
\end{equation*}
$$

where $\epsilon_{0}$ is an electric permittivity of the vacuum, $\mu_{0}$ is a magnetic permeability of the vacuum, and $\boldsymbol{E}$ and $\boldsymbol{B}$ are electric and magnetic fields, respectively. In this
case, we get conventional Maxwell's equations as

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \boldsymbol{E} & =\frac{\rho}{\epsilon_{0}} \\
\boldsymbol{\nabla} \cdot \boldsymbol{B} & =0 \\
\boldsymbol{\nabla} \times \boldsymbol{E} & =-\frac{\partial \boldsymbol{B}}{\partial t}, \\
\boldsymbol{\nabla} \times \boldsymbol{B} & =\mu_{0} \boldsymbol{j}+\epsilon_{0} \mu_{0} \frac{\partial \boldsymbol{E}}{\partial t}, \tag{2.2}
\end{align*}
$$

where $\rho$ represents charge density and $\boldsymbol{j}$ is the charge-current density.
However, the existence of cross-correlation effects of Rashba conductors indicates that the electric and magnetic fields, $\boldsymbol{E}$ and $\boldsymbol{B}$, are linearly coupled, as was mentioned in Secs 1.3 and 1.4. Therefore, we can expect that there are two possibilities for this form of interaction in the case where spatial-inversion symmetry and time-reversal invariance are broken: The first one is proportional to $\boldsymbol{E} \cdot \boldsymbol{B}$, and the second one is proportional to their vector product $\boldsymbol{E} \times \boldsymbol{B}$, as shown below.

$$
\begin{align*}
\mathcal{H}_{\theta} & =\theta(\boldsymbol{E} \cdot \boldsymbol{B}),  \tag{2.3}\\
\mathcal{H}_{u} & =\boldsymbol{u} \cdot(\boldsymbol{E} \times \boldsymbol{B}), \tag{2.4}
\end{align*}
$$

where $\theta$ is a constant and $\boldsymbol{u}$ is a constant vector. The first scalar interaction (2.3) does not modify the equation of motion but has a topological effect, and the emergence of such an interaction is restricted to surfaces or interfaces with nontrivial topological properties. For instance, such a scalar coupling leads to a mixing of $\boldsymbol{E}$ and $\boldsymbol{B}$ when the topological number $\theta / 2 \pi$ has a jump at the interfaces [76,77]. (In Sec. 2.4, the cross-correlation effect induced by the $\theta$-term in Weyl semimetal is briefly discussed.) In contrast, the coupling of the vector product shown in Eq. (2.4) may occur in ordinary materials if a vector $\boldsymbol{u}$ exists because of the breaking of both spatial-inversion symmetry and time-reversal invariance. This term, Eq. (2.4), has not been discussed in the context of high-energy physics because it is not invariant under the Lorentz transformation.

It is known that the vector $\frac{1}{\mu} \boldsymbol{E} \times \boldsymbol{B}$ (where $\mu$ is the magnetic permeability of solids) is the Poynting vector representing the momentum of the electromagnetic wave [1]. The vector interaction of Eq. (2.4) can thus be considered to be of the form representing the Doppler shift $\boldsymbol{u} \cdot \boldsymbol{k}$, where $\boldsymbol{k}$ is the wave vector of the electromagnetic wave. In fact, in terms of the photon operators $a_{k}$ and $a_{k}^{\dagger}$, the coupling of Eq. (2.4) modifies the photon Hamiltonian as

$$
\begin{equation*}
H_{\mathrm{photon}}=\sum_{\boldsymbol{k}}(c k-\boldsymbol{u} \cdot \boldsymbol{k}) a_{\boldsymbol{k}}^{\dagger} a_{\boldsymbol{k}} \tag{2.5}
\end{equation*}
$$

where $c$ is the light velocity. The vector coupling of Eq. (2.4) is thus expected to occur when the medium has an intrinsic flow with a velocity proportional to $\boldsymbol{u}$.

The Doppler shift picture can also be justified at the level of the equation of motion. The following description shows how electromagnetism is modified by the
vector interaction of Eq. (2.4). Two of Maxwell's equations become

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \boldsymbol{E} & =\frac{\rho}{\epsilon_{0}}-\frac{1}{\epsilon_{0}} \boldsymbol{\nabla} \cdot(\boldsymbol{u} \times \boldsymbol{B}), \\
\boldsymbol{\nabla} \times \boldsymbol{B} & =\mu_{0} \boldsymbol{j}+\epsilon_{0} \mu_{0} \frac{\partial \boldsymbol{E}}{\partial t}+\mu_{0} \frac{\partial}{\partial t}(\boldsymbol{u} \times \boldsymbol{B})-\mu_{0} \boldsymbol{\nabla} \times(\boldsymbol{u} \times \boldsymbol{E}), \tag{2.6}
\end{align*}
$$

whereas the other two remain unchanged $\left(\boldsymbol{\nabla} \cdot \boldsymbol{B}=0\right.$ and $\left.\boldsymbol{\nabla} \times \boldsymbol{E}=-\frac{\partial \boldsymbol{B}}{\partial t}\right)$. The total electric and magnetic fields can be represented as follows.

$$
\begin{align*}
& \boldsymbol{E}_{\mathrm{tot}}=\boldsymbol{E}+\frac{1}{\epsilon_{0}}(\boldsymbol{u} \times \boldsymbol{B}), \\
& \boldsymbol{B}_{\mathrm{tot}}=\boldsymbol{B}+\mu_{0}(\boldsymbol{u} \times \boldsymbol{E}) . \tag{2.7}
\end{align*}
$$

These relations representing a cross-correlation effect can be considered as a result of the Doppler shift as we demonstrate here. Taking a derivative of $\boldsymbol{E}_{\text {tot }}$ with respect to time, we have, using $\frac{\partial \boldsymbol{B}}{\partial t}=-\boldsymbol{\nabla} \times \boldsymbol{E}$,

$$
\begin{equation*}
\frac{\partial \boldsymbol{E}_{\mathrm{tot}}}{\partial t}=\frac{\partial \boldsymbol{E}}{\partial t}+\frac{1}{\epsilon_{0}}[(\boldsymbol{u} \cdot \boldsymbol{\nabla}) \boldsymbol{E}-\nabla(\boldsymbol{u} \cdot \boldsymbol{E})] . \tag{2.8}
\end{equation*}
$$

For plane waves with the wave vector $\boldsymbol{k} \perp \boldsymbol{E}$, the last term in the above equation is orthogonal to the field $\boldsymbol{E}$; hence, it is neglected as was done for the linear effects in $\boldsymbol{u}$. The time derivative is thus replaced by a "covariant" one,

$$
\begin{equation*}
D_{t} \equiv \frac{\partial}{\partial t}+\frac{1}{\epsilon_{0}}(\boldsymbol{u} \cdot \boldsymbol{\nabla}) \tag{2.9}
\end{equation*}
$$

which is expected for a flowing medium [78]. Therefore, the electromagnetic crosscorrelation effect shown in Eq. (3.4) represents the Doppler shift because of a medium flow with velocity $\boldsymbol{u}$.

It needs to be understood which type of intrinsic flow causes the Doppler shift of the electromagnetic field in solids. One example is an equilibrium flow of spin (spin current) can occur even at macroscopic scales, as known in magnets with noncollinear magnetization structures [2,79]. Spin current can be spontaneously generated by the spin-orbit interaction because the spin current breaks the spatialinversion symmetry but not the time-reversal symmetry. In fact, a recent study showed that such an intrinsic spin current generates the Dzyaloshinskii-Moriya interaction (Refs. [80,81]) in magnetic materials as a result of the Doppler shift [82]. (see Appendix D for details of derivation of an effective Hamiltonian induced by the spin current.) Anisotropic spin wave propagation experimentally measured in chiral magnets such as $\mathrm{Cu}_{2} \mathrm{OSeO}_{3}$ (Ref. [83]) is interpreted as a consequence of the Doppler shift induced by the Dzyaloshinskii-Moriya interaction. Another one is an equilibrium flow of charge which do not induced Joule heat as well spin current. We see that intrinsic flow in medium induced by the vector $\boldsymbol{u}$ is the equilibrium charge current but not the equilibrium spin current because symmetry of the velocity of the electron corresponds to that of $\boldsymbol{u}$ describing medium flow.

Our aim is to demonstrate that the magnetic Rashba conductor induces the vector-coupling term of Eq. (2.4), and the vector $\boldsymbol{u}$ is given by a toroidal moment
$\mathcal{A}_{\mathrm{R}}$ which induces the intrinsic charge current in medium. This result indicates that wave propagation is affected by the Doppler shift induced by intrinsic electric current generated by the toroidal moment. This is an interesting result as it indicates that an effective vector potential for an electron spin acts as an effective vector potential for an electromagnetic wave (light) as suggested by Refs. [30, 78]. The directional dichroism predicted in the magnetic Rashba conductor in Ref. [21] can thus be explained based on this result. We should keep in mind, however, that this sceanario is justified up to the linear order of $\boldsymbol{u}$ representing the intrinsic flow in medium.

### 2.2 Cross-correlation effects on electric permittivity

The section till now describes the effects originating from the vector coupling of Eq. (2.4); however, there may be other effects induced by the quadrupole moment of the system. These effects are described in the section below. The cross-correlation effect because of the quadrupole moment is expressed as [73]

$$
\begin{equation*}
\mathcal{H}_{Q}=\sum_{i j} Q_{i j} E_{i} B_{j} \tag{2.10}
\end{equation*}
$$

where $Q_{i j}\left(=Q_{j i}\right)$ is the traceless quadrupole moment. The electric and magnetic fields representing the cross-correlation effects due to the total Hamiltonian $\mathcal{H}_{u}+$ $\mathcal{H}_{Q}$ after considering the vector $\boldsymbol{u}$ and the quadrupole moment $Q_{i j}$ are

$$
\begin{align*}
\boldsymbol{E}_{\mathrm{tot}} & =\boldsymbol{E}+\frac{1}{\epsilon_{0}} \boldsymbol{P} \\
\boldsymbol{B}_{\mathrm{tot}} & =\boldsymbol{B}+\mu_{0} \boldsymbol{M} \tag{2.11}
\end{align*}
$$

with

$$
\begin{align*}
P_{\mu} & \equiv(\boldsymbol{u} \times \boldsymbol{B})_{\mu}-\sum_{\nu} Q_{\mu \nu} B_{\nu}, \\
M_{\mu} & \equiv(\boldsymbol{u} \times \boldsymbol{E})_{\mu}+\sum_{\nu} Q_{\mu \nu} E_{\nu}, \tag{2.12}
\end{align*}
$$

where $\boldsymbol{P}$ and $\boldsymbol{M}$ indicate effective electric polarization and effective magnetization, respectively. The wave equation read from Eq. (2.11) is $\sum_{\nu}\left[c^{2}\left(\boldsymbol{k}^{2} \delta_{\mu \nu}-k_{\mu} k_{\nu}\right)-\right.$ $\left.\omega^{2} \epsilon_{\mu \nu}\right] E_{\nu}=0$, where the electric permittivity tensor is

$$
\begin{equation*}
\epsilon_{i j} \equiv \epsilon_{i j}^{(0)}+\epsilon_{i j}^{(u)}+\epsilon_{i j}^{(Q)}, \tag{2.13}
\end{equation*}
$$

with

$$
\begin{align*}
\epsilon_{i j}^{(u)} & \equiv-\frac{1}{\epsilon_{0} \omega} \sum_{l}\left(u_{i} \delta_{l j}+\delta_{i l} u_{j}\right) k_{l}+\frac{2}{\epsilon_{0} \omega} \delta_{i j}(\boldsymbol{u} \cdot \boldsymbol{k}),  \tag{2.14}\\
\epsilon_{i j}^{(Q)} & \equiv-\frac{1}{\epsilon_{0} \omega} \sum_{l \nu}\left(Q_{i \nu} \epsilon_{\nu j l}+\epsilon_{\nu i l} Q_{j \nu}\right) k_{l}, \tag{2.15}
\end{align*}
$$

where $\epsilon_{i j k}$ is a totally antisymmetric tensor, $\boldsymbol{k}$ and $\omega$ are the wave vector and frequency of the electromagnetic field, respectively, and $\epsilon_{i j}^{(0)}$ is the contribution even in $k$. It can be seen that the cross-correlation effects by $\boldsymbol{u}$ and $Q_{i j}$ lead to generation of linear components in the wave vector $\boldsymbol{k}$ that change signs by time-reversal [84]. Such terms may induce dichroism phenomena of light such as directional dichroism. Compering the result of Eq. (1.24) with that of Eq. (2.13), we can expect that $\boldsymbol{u}$ and $Q_{i j}$ in magnetic Rashba conductor are described as

$$
\begin{align*}
\boldsymbol{u} & =d_{1}\left(\hat{\boldsymbol{\alpha}}_{\mathrm{R}} \times \hat{\boldsymbol{M}}\right), \\
Q_{i j} & =d_{2}\left(\hat{M}_{i} \hat{\alpha}_{\mathrm{R}, j}+\hat{\alpha}_{\mathrm{R}, i} \hat{M}_{j}\right), \tag{2.16}
\end{align*}
$$

where $\hat{\boldsymbol{\alpha}}_{\mathrm{R}}$ is a unit vector of the Rashba vector, $\hat{\boldsymbol{M}}$ is a unit vector of the magnetization vector, and $d_{1}$ and $d_{2}$ are coefficients. Note that we neglect the angular frequency dependence of coefficients and the anisotropic terms described by $\hat{\alpha}_{\mathrm{R}, \mu} \hat{\alpha}_{\mathrm{R}, \nu}$ for simplicity.

First, we take into account only the contribution of Eq (2.14) to directional dichroism. The terms on the right-hand side of Eq. (2.14) indicates that the vector $\boldsymbol{u}$ contributes to the symmetric components of the electric permittivity tensor. The symmetric component on the right-hand side of Eq. (2.14) means that the Doppler shift, $\boldsymbol{u} \cdot \boldsymbol{k}$, leads to the generation of the diagonal component. Setting $\hat{\boldsymbol{\alpha}}_{\mathrm{R}}=$ $(0,0,1), \hat{\boldsymbol{M}}=(0,-1,0)$, and $\epsilon_{i j}^{(0)}=\delta_{i j}$ in order to realize the configuration where $\boldsymbol{u}$ and $\boldsymbol{k}$ take parallel or antiparallel, we obtain the dispersion relation for unpolarized waves traveling in $x$-axis as $\boldsymbol{k}^{2}=\frac{\omega^{2}}{c^{2}}\left[1+\frac{2 d_{1}}{\epsilon_{\mathrm{o}} \omega}\left(\hat{\boldsymbol{\alpha}}_{\mathrm{R}} \times \hat{\boldsymbol{M}}\right) \cdot \boldsymbol{k}\right]$. The expression of the dispersion relation indicates that the Doppler shift term induces directional dichroism irrespective of light polarization. In the configuration, contribution of symmetric off-diagonal component vanishes. This Doppler shift term, $\boldsymbol{u} \cdot \boldsymbol{k}$ is known as magneto-chiral dichroism, where magnetization $\boldsymbol{M}$ in chiral materials acts as the vector $\boldsymbol{u}$ [85]. In the case of Rashba spin-orbit system, the Rashba field $\boldsymbol{\alpha}_{\mathrm{R}}$, which is invariant under time reversal, cannot induce $\boldsymbol{u}$ on its own. Our result indicates that the combination $\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{M}$ plays the role of vector $\boldsymbol{u}$, suggesting possible applications of natural magnetic spin-orbit systems to novel optical materials.

Next, we discuss the contribution of Eq. (2.15) in addition to that of Eq. (2.14). The term on the right-hand side of Eq. (2.15) indicates that the quadrupole moment contributes to the symmetric components of the electric permittivity tensor as with the toroidal moment. The diagonal component arising from Eqs. (2.14) and (2.15) results in directional dichroism for linearly-polarized waves. In fact, a contribution of $\epsilon_{y y}^{(Q)}$ in addition to that of $\epsilon_{y y}^{(u)}$ appears in the dispersion relation for $E_{y}$ having linear polarization in the same configuration as above. On the other hand, the off-diagonal components of Eqs. (2.14) and (2.15) do not contribute to directional dichroism.

From the above discussion, we thus see that the vector $\boldsymbol{u}$ and the quadrupole moment $Q_{\mu \nu}$ play a same role in the context of the dichroism phenomena. Note that $\boldsymbol{u}$ and $Q_{\mu \nu}$ can not affect circularly-polarized waves since these quantities do not induce the antisymmetric components of the electric permittivity tensor.

### 2.3 Derivation of effective Hamiltonian

In this section, we derive an effective Hamiltonian based on an imaginary-time path-integral formalism [86] and confirm that the $\boldsymbol{E}$ - $\boldsymbol{B}$ coupling in the magnetic Rashba conductor is described by $\mathcal{H}_{u}$ shown in Eq. (2.4) and $\mathcal{H}_{Q}$ shown in Eq. (2.10). Here, $\hbar=1$ is used for simplicity, where $\hbar$ is the Planck constant divided by $2 \pi$. The system we consider consists of electrons with Rashba interaction and also interaction with magnetization and electromagnetic fields. The electrons are represented using annihilation and creation fields having two spin components, defined on an imaginary time $\tau, c(\boldsymbol{r}, \tau)$ and $\bar{c}(\boldsymbol{r}, \tau)$. The Hamiltonian is $H=$ $H_{0}+H_{s d}+H_{\mathrm{R}}+H_{\text {em }}$, where

$$
\begin{equation*}
H_{0}=\int \mathrm{d}^{3} r\left(\frac{1}{2 m}|\nabla c|^{2}-\mu \bar{c} c\right) \tag{2.17}
\end{equation*}
$$

describes the kinetic energy of conduction electrons measured from the Fermi energy. $m$ is the electron mass and $\mu$ is the chemical potential of the system. The second term,

$$
\begin{equation*}
H_{s d}=-J_{s d} \int \mathrm{~d}^{3} r \boldsymbol{M} \cdot(\bar{c} \boldsymbol{\sigma} c) \tag{2.18}
\end{equation*}
$$

is the exchange interaction between the magnetization and conduction-electron spin. $J_{s d}$ is its strength, $\boldsymbol{M}$ is the magnetization vector, and $\boldsymbol{\sigma}$ is the vector of Pauli matrices. The magnetization is treated as spatially uniform and static. We consider a weak $s d$-exchange interaction up to the linear order. $H_{\mathrm{R}}$ is the Rashba spin-orbit interaction,

$$
\begin{equation*}
H_{\mathrm{R}}=\frac{i}{2} \int \mathrm{~d}^{3} r \boldsymbol{\alpha}_{\mathrm{R}} \cdot \bar{c}(\overleftrightarrow{\nabla} \times \boldsymbol{\sigma}) c \tag{2.19}
\end{equation*}
$$

where $\bar{c} \overleftrightarrow{\nabla} c \equiv \bar{c}(\boldsymbol{\nabla} c)-(\boldsymbol{\nabla} \bar{c}) c$. The term $H_{\mathrm{em}}$ describes the interaction between the conduction electron and the electromagnetic field, described by a gauge field $\boldsymbol{A}$. Taking into account the term arising from the Rashba spin-orbit interaction, the interaction reads as,

$$
\begin{equation*}
H_{\mathrm{em}}=-\int \mathrm{d}^{3} r \boldsymbol{A} \cdot\left(\frac{i e}{2 m} \bar{c} \overleftrightarrow{\nabla} c-\frac{e^{2}}{2 m} \boldsymbol{A} \bar{c} c-e \bar{c}\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{\sigma}\right) c\right), \tag{2.20}
\end{equation*}
$$

where $-e$ is the electron charge $(e>0)$. The current density derived from Eq. (2.20) is

$$
\begin{align*}
j_{i}^{\mathrm{tot}} & \equiv-\frac{\delta H_{\mathrm{em}}}{\delta A_{i}} \\
& =-j_{i}-\frac{e^{2}}{m} A_{i} \bar{c} c-2 e \sum_{j k} \epsilon_{i j k} \alpha_{\mathrm{R}, j} s_{k}, \tag{2.21}
\end{align*}
$$

where

$$
\begin{align*}
j_{i}(\boldsymbol{r}, \tau) & \equiv-\frac{i e}{2 m} \bar{c}(\boldsymbol{r}, \tau) \overleftrightarrow{\nabla_{i}} c(\boldsymbol{r}, \tau) \\
s_{\alpha}(\boldsymbol{r}, \tau) & \equiv \frac{1}{2} \bar{c}(\boldsymbol{r}, \tau) \sigma_{\alpha} c(\boldsymbol{r}, \tau) \tag{2.22}
\end{align*}
$$

are the bare electric current density and spin density, respectively.
The effective Hamiltonian for the electromagnetic field, $H_{\text {eff }}$, is calculated by integrating the electrons in the partition function ${ }^{1}$

$$
\begin{equation*}
\mathcal{Z}[\boldsymbol{A}]=\int \mathcal{D} \bar{c} \mathcal{D} c e^{-\int_{0}^{\beta} d \tau L[\bar{c}, c, \boldsymbol{A}]} \tag{2.23}
\end{equation*}
$$

as

$$
\begin{equation*}
\int_{0}^{\beta} \mathrm{d} \tau H_{\mathrm{eff}}[\boldsymbol{A}] \equiv-\operatorname{Tr} \ln \mathcal{Z} \tag{2.24}
\end{equation*}
$$

where $\mathcal{D}$ denotes the path integral, $L=\int \mathrm{d}^{3} r \bar{c} \partial_{\tau} c+H$ is the imaginary-time Lagrangian, and $\beta$ is the inverse temperature. The partition function is perturbatively calculated to the second order in the gauge field. The result, diagramatically shown in Fig. 2.1, is

$$
\begin{align*}
\ln \mathcal{Z} & =-\int_{0}^{\beta} \mathrm{d} \tau \int \mathrm{~d}^{3} r \sum_{\mu \nu} A_{\mu} A_{\nu} \frac{e^{2}}{2 m} n_{\mathrm{e}}(\boldsymbol{r}, \tau) \delta_{\mu \nu} \\
& +\frac{1}{2} \int_{0}^{\beta} \mathrm{d} \tau \int_{0}^{\beta} \mathrm{d} \tau^{\prime} \int \mathrm{d}^{3} r \int \mathrm{~d}^{3} r^{\prime} \sum_{\mu \nu} A_{\mu} A_{\nu} \\
& \times\left[\chi_{j j}^{\mu \nu}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, \tau, \tau^{\prime}\right)+\chi_{s j}^{\mu \nu}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, \tau, \tau^{\prime}\right)+\chi_{j s}^{\mu \nu}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, \tau, \tau^{\prime}\right)+\chi_{s s}^{\mu \nu}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, \tau, \tau^{\prime}\right)\right] . \tag{2.25}
\end{align*}
$$

Here, $n_{\mathrm{e}}(\boldsymbol{r}, \tau) \equiv\langle\bar{c}(\boldsymbol{r}, \tau) c(\boldsymbol{r}, \tau)\rangle$ is the electron density, the thermal average $\rangle$ is calculated in the equilibrium state determined by $\int_{0}^{\beta} d \tau L_{0} \equiv \int_{0}^{\beta} d \tau\left[\int \mathrm{~d}^{3} r \bar{c} \partial_{\tau} c+\right.$ $\left.H_{0}+H_{s d}+H_{\mathrm{R}}\right]$ and

$$
\begin{align*}
\chi_{j j}^{\mu \nu}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, \tau, \tau^{\prime}\right) & \equiv\left\langle j_{\mu}(\boldsymbol{r}, \tau) j_{\nu}\left(\boldsymbol{r}^{\prime}, \tau^{\prime}\right)\right\rangle, \\
\chi_{s j}^{\mu \nu}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, \tau, \tau^{\prime}\right) & \equiv 2 e \sum_{m \alpha} \epsilon_{\mu m \alpha} \alpha_{\mathrm{R}, m}\left\langle s_{\alpha}(\boldsymbol{r}, \tau) j_{\nu}\left(\boldsymbol{r}^{\prime}, \tau^{\prime}\right)\right\rangle, \\
\chi_{j s}^{\mu \nu}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, \tau, \tau^{\prime}\right) & \equiv 2 e \sum_{m \alpha} \epsilon_{\nu m \alpha} \alpha_{\mathrm{R}, m}\left\langle j_{\mu}(\boldsymbol{r}, \tau) s_{\alpha}\left(\boldsymbol{r}^{\prime}, \tau^{\prime}\right)\right\rangle, \\
\chi_{s s}^{\mu \nu}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, \tau, \tau^{\prime}\right) & \equiv 4 e^{2} \sum_{m o \alpha \beta} \epsilon_{\mu o \alpha} \epsilon_{\nu m \beta} \alpha_{\mathrm{R}, o} \alpha_{\mathrm{R}, m}\left\langle s_{\alpha}(\boldsymbol{r}, \tau) s_{\beta}\left(\boldsymbol{r}^{\prime}, \tau^{\prime}\right)\right\rangle \tag{2.26}
\end{align*}
$$

represent the correlation functions of the current and the spin density. The electron
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Figure 2.1: The Feynman diagrams for the effective Hamiltonian. Solid lines represent the conducting electrons' Green's function and the wavy lines denote the gauge field, respectively. Diagrams, (a), (b), (c), (d), and (e), correspond to the contributions of $n_{\mathrm{e}}, \chi_{j j}^{\mu \nu}, \chi_{s j}^{\mu \nu}, \chi_{j s}^{\mu \nu}$, and $\chi_{s s}^{\mu \nu}$ in Eq. (2.25), respectively.
density $n_{\mathrm{e}}$ is expressed as

$$
\begin{equation*}
n_{\mathrm{e}}=-\frac{1}{\beta V} \sum_{n, \boldsymbol{k}} \operatorname{tr}\left[\mathscr{G}_{\boldsymbol{k}, n, \boldsymbol{M}}\right], \tag{2.27}
\end{equation*}
$$

where $\operatorname{tr}$ is the trace over spin space, $V$ is the volume of the system, and

$$
\begin{equation*}
\mathscr{G}_{\boldsymbol{k}, n, M} \equiv \frac{1}{i \omega_{n}-\epsilon_{\boldsymbol{k}}-\gamma_{k, M} \cdot \boldsymbol{\sigma}+i \eta \operatorname{sgn}\left(\omega_{n}\right)} \tag{2.28}
\end{equation*}
$$

is the thermal Green's function for electrons that includes the Rashba and sdexchange interactions. Here, $\boldsymbol{k}$ and $\omega_{n} \equiv \frac{(2 n+1) \pi}{\beta}$ ( $n$ is an integer) indicate the wave vector and fermionic thermal frequency, respectively, $\epsilon_{\boldsymbol{k}}=\frac{k^{2}}{2 m}-\mu$ is the electron energy measured from the Fermi energy, and $\gamma_{\boldsymbol{k}, \boldsymbol{M}} \equiv \gamma_{k}-J_{s d} \boldsymbol{M}$ with $\gamma_{k} \equiv \boldsymbol{k} \times \boldsymbol{\alpha}_{\mathrm{R}}$. We have included a finite electron-elastic-scattering lifetime $\tau_{\mathrm{e}}$ as an imaginary part, $\eta \equiv \frac{1}{2 \tau_{\mathrm{e}}}$, and $\operatorname{sgn}\left(\omega_{n}\right) \equiv 1$ and -1 for $\omega_{n}>0$ and $\omega_{n}<0$, respectively. In terms of the Green's function, correlation functions read as

$$
\begin{align*}
\chi_{j j}^{\mu \nu}\left(\boldsymbol{q}, i \Omega_{\ell}, \boldsymbol{M}\right) & =-\frac{e^{2}}{m^{2} \beta V} \sum_{n, \boldsymbol{k}} k_{\mu} k_{\nu} \operatorname{tr}\left[\mathscr{G}_{\boldsymbol{k}_{+}, n+\ell, \boldsymbol{M}} \mathscr{G}_{\boldsymbol{k}_{-}, n, \boldsymbol{M}}\right], \\
\chi_{s j}^{\mu \nu}\left(\boldsymbol{q}, i \Omega_{\ell}, \boldsymbol{M}\right) & =-\frac{e^{2}}{m \beta V} \sum_{n, \boldsymbol{k}} \sum_{m \alpha} \epsilon_{\mu m \alpha} \alpha_{\mathrm{R}, m} k_{\nu} \operatorname{tr}\left[\sigma_{\alpha} \mathscr{G}_{\boldsymbol{k}_{+}, n+\ell, \boldsymbol{M}} \mathscr{G}_{\boldsymbol{k}_{-}, n, \boldsymbol{M}}\right], \\
\chi_{j s}^{\mu \nu}\left(\boldsymbol{q}, i \Omega_{\ell}, \boldsymbol{M}\right) & =-\frac{e^{2}}{m \beta V} \sum_{n, \boldsymbol{k}} \sum_{m \alpha} \epsilon_{\nu m \alpha} \alpha_{\mathrm{R}, m} k_{\mu} \operatorname{tr}\left[\mathscr{G}_{\boldsymbol{k}_{+}, n+\ell, \boldsymbol{M}} \sigma_{\alpha} \mathscr{G}_{\boldsymbol{k}_{-}, n, \boldsymbol{M}}\right], \\
\chi_{s s}^{\mu \nu}\left(\boldsymbol{q}, i \Omega_{\ell}, \boldsymbol{M}\right) & =-\frac{e^{2}}{\beta V} \sum_{n, \boldsymbol{k}} \sum_{m o \alpha \beta} \epsilon_{\mu o \alpha} \epsilon_{\nu m \beta} \alpha_{\mathrm{R}, o} \alpha_{\mathrm{R}, m} \operatorname{tr}\left[\sigma_{\alpha} \mathscr{G}_{\boldsymbol{k}_{+}, n+\ell, \boldsymbol{M}} \sigma_{\beta} \mathscr{G}_{\boldsymbol{k}_{-}, n, \boldsymbol{M}}\right], \tag{2.29}
\end{align*}
$$

where $\boldsymbol{k}_{ \pm} \equiv \boldsymbol{k} \pm \frac{\boldsymbol{q}}{2}$. The wave vector and thermal frequency carried by the gauge field are denoted by $\boldsymbol{q}$ and $\Omega_{\ell}$, respectively. $\left(\Omega_{\ell} \equiv \frac{2 \pi \ell}{\beta}\right.$ is a bosonic thermal frequency).

We are interested in a low-energy long-wavelength effective Hamiltonian; hence, we expand the correlation functions given in Eq. (3.17) with respect to $\boldsymbol{q}$. The result up to the linear order of $\boldsymbol{q}$ and $\boldsymbol{M}$ is (see Appendix F)

$$
\begin{align*}
\chi_{\mu \nu}^{(1)}\left(\boldsymbol{q}, i \Omega_{\ell}, \boldsymbol{M}\right) & \equiv \chi_{j j}^{\mu \nu}+\chi_{s j}^{\mu \nu}+\chi_{j s}^{\mu \nu}+\chi_{s s}^{\mu \nu} \\
& =g_{1}\left(i \Omega_{\ell}\right)\left(\mathcal{A}_{\mathrm{R}} \cdot \boldsymbol{q}\right) \delta_{\mu \nu}^{\perp}+g_{2}\left(i \Omega_{\ell}\right)\left(\mathcal{A}_{\mathrm{R}, \mu} q_{\nu}+q_{\mu} \mathcal{A}_{\mathrm{R}, \nu}\right) \\
& +g_{3}\left(i \Omega_{\ell}\right)\left[M_{\mu}^{\perp}\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{q}\right)_{\nu}+\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{q}\right)_{\mu} M_{\nu}^{\perp}\right] \tag{2.30}
\end{align*}
$$

where $\delta_{\mu \nu}^{\perp} \equiv \delta_{\mu \nu}-\hat{\alpha}_{\mathrm{R}, \mu} \hat{\alpha}_{\mathrm{R}, \nu}, \hat{\boldsymbol{\alpha}}_{\mathrm{R}} \equiv \boldsymbol{\alpha}_{\mathrm{R}} /\left|\boldsymbol{\alpha}_{\mathrm{R}}\right|$ is a unit vector representing the direction of the Rashba field, and $\boldsymbol{M}^{\perp} \equiv \boldsymbol{M}-\left(\hat{\boldsymbol{\alpha}}_{\mathrm{R}} \cdot \boldsymbol{M}\right) \hat{\boldsymbol{\alpha}}_{\mathrm{R}}$. We have considered the case where $\boldsymbol{\alpha}_{\mathrm{R}} \cdot \boldsymbol{q}=0$ depicted in Fig. 1.2 to simplify the angular integration calculation with respect to $\boldsymbol{k}$. This expression otherwise consists of more number of terms. The vector $\mathcal{A}_{\mathrm{R}} \equiv \boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{M}$ represents an effective spin gauge field and a toroidal moment. The coefficients $g_{1}, g_{2}$, and $g_{3}$ are defined in Appendix. G.

Eq. (2.30) contributes to directional dichroism as it is linear in $\boldsymbol{q}$. The first and second terms of this equation proportional to $g_{1}$ and $g_{2}$ indicate that the existence of the toroidal moment governs the anomalous light propagation, whereas the terms proportional to $M_{\mu}^{\perp}\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{q}\right)_{\nu}$ and $\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{q}\right)_{\mu} M_{\nu}^{\perp}$ represent the contributions arising from the effective quadrupole moment, as shown in the effective theory [21]. The result can be simplified using the gauge invariance of the effective Hamiltonian (see Appendix H). It was observed that $g_{1}=-2 g_{2}$ is restricted by the gauge invariance, whereas $g_{3}$ is not restricted by this invariance.

Carrying out the analytic continuation, the coefficient, $g_{1}$ is calculated. $g_{1}$ is written by rewriting the summation over the thermal frequency using the contour integral $\left(z \equiv i \omega_{n}\right)$ as

$$
\begin{align*}
g_{1}\left(i \Omega_{\ell}\right) & =-2 \frac{J_{s d}}{2^{4}}\left(\frac{e}{m}\right)^{2} \sum_{k} \sum_{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}}\left(\frac{\gamma_{\boldsymbol{k}}}{\alpha_{\mathrm{R}}}\right)^{2} \\
& \times\left[\sigma_{1} \sigma_{2}+\frac{m \alpha_{\mathrm{R}}^{2}}{\gamma_{\boldsymbol{k}}}\left(\sigma_{2} \sigma_{3} \sigma_{4}+2 \sigma_{2}\right)\right] \int_{C} \frac{\mathrm{~d} z}{2 \pi i} f(z) \mathrm{g}_{\boldsymbol{k}, \sigma_{1}}(z) \mathrm{g}_{\boldsymbol{k}, \sigma_{2}}(z) \\
& \times\left[\mathrm{g}_{\boldsymbol{k}, \sigma_{3}}\left(z+i \Omega_{\ell}\right) \mathrm{g}_{\boldsymbol{k}, \sigma_{4}}\left(z+i \Omega_{\ell}\right)-\mathrm{g}_{\boldsymbol{k}, \sigma_{3}}\left(z-i \Omega_{\ell}\right) \mathrm{g}_{\boldsymbol{k}, \sigma_{4}}\left(z-i \Omega_{\ell}\right)\right], \tag{2.31}
\end{align*}
$$

where $C$ is a counterclockwise contour surrounding the imaginary axis [87, 88], $\gamma_{k} \equiv\left|\gamma_{k}\right|, \mathrm{g}_{k, \sigma}(z) \equiv\left[z-\epsilon_{k}^{\sigma}+i \eta \operatorname{sgn}(\operatorname{Im}[z])\right]^{-1}$ with $\epsilon_{k}^{\sigma}=\epsilon_{k}+\sigma \gamma_{k}$ is the Green's function diagonalized in spin space, $\sigma_{i}= \pm(i=1 \sim 4)$ are the diagonalized spin indices, Im denotes the imaginary part, and $f(z) \equiv\left(e^{\beta z}+1\right)^{-1}$ is the FermiDirac distribution function. We expand the coefficient $g_{1}$ with respect to external frequency $\Omega$ after the analytic continuation to $\Omega+i 0 \equiv i \Omega_{\ell}[87,88]$, where $i 0$ denotes a small imaginary part. The result up to the linear order in $\Omega$ is

$$
\begin{equation*}
g_{1}(\Omega)=2 \Omega g, \tag{2.32}
\end{equation*}
$$

with

$$
\begin{align*}
& g \equiv i \frac{J_{s d}}{2^{4}}\left(\frac{e}{m}\right)^{2} \sum_{k, \omega} \sum_{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}}\left(\frac{\gamma_{\boldsymbol{k}}}{\alpha_{\mathrm{R}}}\right)^{2}\left[\sigma_{1} \sigma_{2}+\frac{m \alpha_{\mathrm{R}}^{2}}{\gamma_{\boldsymbol{k}}}\left(\sigma_{2} \sigma_{3} \sigma_{4}+2 \sigma_{2}\right)\right] \tag{2.33}
\end{align*}
$$

where $\mathrm{g}_{\boldsymbol{k}, \omega, \sigma}^{\mathrm{r}} \equiv\left(\omega-\epsilon_{\boldsymbol{k}}^{\sigma}+i \eta\right)^{-1}$ and $\mathrm{g}_{\boldsymbol{k}, \omega, \sigma}^{\mathrm{a}}=\left(\mathrm{g}_{\boldsymbol{k}, \omega, \sigma}^{\mathrm{r}}\right)^{*}$ are the retarded and advanced Green's functions of the conduction electron with wave vector $\boldsymbol{k}$ and angular frequency $\omega$, respectively. $\sum_{\omega} \equiv \int_{-\infty}^{\infty} \frac{\mathrm{d} \omega}{2 \pi}, \partial_{\omega} \equiv \frac{\partial}{\partial \omega}, f(\omega)=\left(e^{\beta \omega}+1\right)^{-1}$, and $f^{\prime}(\omega) \equiv \partial_{\omega} f(\omega) . g_{3}$ is also given by

$$
\begin{equation*}
g_{3}(\Omega)=\Omega \lambda, \tag{2.34}
\end{equation*}
$$

with

$$
\begin{align*}
& \lambda \equiv \\
& \frac{i}{2} \frac{J_{s d}}{2^{4}}\left(\frac{e}{m}\right)^{2} \sum_{k, \omega} \sum_{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}} \sigma_{1} \sigma_{2}\left(\frac{\gamma_{\boldsymbol{k}}}{\alpha_{\mathrm{R}}}\right)^{2}  \tag{2.35}\\
& \times\left\{\begin{array}{c}
f(\omega)\left[\left(\mathrm{g}_{\boldsymbol{k}, \omega, \sigma^{\mathrm{r}}} \mathrm{~g}_{\boldsymbol{k}}^{\mathrm{r}}, \omega, \sigma_{2}\right.\right. \\
\left.+\overleftrightarrow{\partial}_{\omega}^{\prime}(\omega)\left(\mathrm{g}_{\boldsymbol{k}, \omega, \sigma_{3}}^{\mathrm{r}} \mathrm{~g}_{\boldsymbol{k}}^{\mathrm{r}}, \omega, \sigma_{4}\right)-c . c .\right] \\
\left.+\mathrm{g}_{\boldsymbol{k}, \omega, \sigma_{1}} \mathrm{~g}_{\boldsymbol{k}, \omega, \sigma_{2}}^{2} \mathrm{a}_{\boldsymbol{k}, \omega, \omega}^{\mathrm{r}} \mathrm{~g}_{3} \mathrm{~g}_{\boldsymbol{k}, \omega, \sigma_{4}}^{\mathrm{r}}-c . c .\right]
\end{array}\right\}
\end{align*}
$$

The effective Hamiltonian describing the directional dichroism is finally obtained as

$$
\begin{equation*}
H_{\mathrm{eff}}=H_{\mathcal{A}_{\mathrm{R}}}+H_{Q} \tag{2.36}
\end{equation*}
$$

with

$$
\begin{align*}
H_{\mathcal{A}_{\mathrm{R}}} & =g \int \mathrm{~d}^{3} r \mathcal{A}_{\mathrm{R}} \cdot(\boldsymbol{E} \times \boldsymbol{B})  \tag{2.37}\\
H_{Q} & =\lambda \int \mathrm{d}^{3} r \sum_{\mu \nu} Q_{\mu \nu} E_{\mu} B_{\nu} \tag{2.38}
\end{align*}
$$

where $Q_{\mu \nu} \equiv M_{\mu}^{\perp} \alpha_{\mathrm{R}, \nu}$ is the effective quadrupole moment and $\boldsymbol{E} \equiv-\dot{\boldsymbol{A}}$ and $\boldsymbol{B} \equiv \boldsymbol{\nabla} \times \boldsymbol{A}$ are the electric and magnetic fields, respectively.

The effective Hamiltonian of Secs. 2.1 and 2.2, $\mathcal{H}_{u}+\mathcal{H}_{Q}$ with $\boldsymbol{u}=\mathcal{A}_{\mathrm{R}}$ is thus justified by microscopic derivation based on the imaginary-time path-integral formalism. The toroidal moment thus leads to the Doppler shift and this is the origin of the magnetic Rashba conductor that exhibits directional dichroism discussed in Sec. 2.1.

The coupling constant $g$ consists of terms proportional to $f(\omega)$ and $f^{\prime}(\omega)$ but it cannot be expressed only in terms of $f^{\prime}(\omega)$ (Fermi surface term) using integration by parts. The $f^{\prime}(\omega)$ term represents the contribution arising from the state of electrons in the vicinity of a Fermi surface. The contribution of this term is finite in a metallic system, whereas it does not exist for insulators such as multiferroics. In contrast, the $f(\omega)$ term (Fermi sea term) arises from the equilibrium property of the electrons forming the Fermi sea. The contribution of this term is finite in insulator systems; therefore, directional dichroism can be induced even in broad materials.

### 2.4 Topological cross-correlation effects and optical responses in Wely semimetal

So far, we have considered the electromagnetic cross-correlation effects in a non-relativistic Rashba spin-orbit system. The cross-correlation effects also occurs in a relativistic spin-orbit system such as $3+1$-dimensional Weyl semimetal. It is known that the Weyl semimetal realized in multilayer of topological insulator and magnetic insulator (Ref. [89]) induces topological electromagnetic cross-correlation effects such as anomalous Hall effect and chiral magnetic effect [72]. Recently, Ref. [90] proposed generation mechanism of an electric current by use of an effective magnetic field occurred from a nonlinear effect with respect to an incident electric field.

A Hamiltonian representing Weyl spin-orbit system is made up of two terms, one describing the diagonal components and the other denoting the off-diagonal components (mass term) as [70,71]

$$
\begin{equation*}
\mathcal{H}_{\mathrm{Weyl}}=\tau^{z}(\boldsymbol{\sigma} \cdot \boldsymbol{k})+\tau^{z} b_{0}+\boldsymbol{\sigma} \cdot \boldsymbol{b} \tag{2.39}
\end{equation*}
$$

where the first term is the Dirac Hamiltonian being linear in the wave vector $\boldsymbol{k}$ of the Dirac electrons, $\boldsymbol{\tau}$ is the Weyl node degree of freedom, $\boldsymbol{\sigma}$ is the conductionvalence band degree of freedom, $b_{0}$ is a constant reflecting the breaking of spatialinversion symmetry, and $\boldsymbol{b}$ is a constant vector reflecting the breaking of timereversal invariance. $\mathcal{H}_{\text {Weyl }}$ is $4 \times 4$ Hamiltonian because of having the Weyl nodes of opposite chirality and conduction-valence band degrees of freedom. By the Fujikawa's method [91], the effective Hamiltonian describing the electromagnetic response of the Weyl system is shown to be [70,71]

$$
\begin{equation*}
H_{\theta}=\frac{\alpha}{8 \pi} \sum_{\mu \nu \alpha \beta} \int \mathrm{d}^{3} r \theta(\boldsymbol{r}, t) \epsilon^{\mu \nu \alpha \beta} F_{\mu \nu} F_{\alpha \beta}, \tag{2.40}
\end{equation*}
$$

where we set $\hbar=c=\epsilon_{0}=1, \alpha \equiv \frac{e^{2}}{4 \pi}$ is the fine structure constant, $\epsilon^{\mu \nu \alpha \beta}$ is a totally antisymmetric tensor, and $F_{\mu \nu} \equiv \partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}$ is the field strength of the electromagnetic field. $\theta(\boldsymbol{r}, t) \equiv 2\left(\boldsymbol{b} \cdot \boldsymbol{r}-b_{0} t\right)$ is the field depending linearly on space $\boldsymbol{r}$ and time $t$.

Using the fact that $\boldsymbol{E} \cdot \boldsymbol{B}=\frac{1}{4} \sum_{\mu \nu \alpha \beta} \epsilon^{\mu \nu \alpha \beta} F_{\mu \nu} F_{\alpha \beta}$, the effective Hamiltonian, Eq. (2.40), reduces to

$$
\begin{equation*}
H_{\theta}=\frac{\alpha}{2 \pi} \int \mathrm{~d}^{3} r \theta(\boldsymbol{r}, t) \boldsymbol{E} \cdot \boldsymbol{B} \tag{2.41}
\end{equation*}
$$

Maxwell's equations including the above Hamiltonian are given by [76, 77]

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \boldsymbol{E} & =\rho+\frac{\alpha}{\pi} \boldsymbol{\nabla} \cdot(\theta \boldsymbol{B}), \\
\boldsymbol{\nabla} \cdot \boldsymbol{B} & =0 \\
\boldsymbol{\nabla} \times \boldsymbol{E} & =-\frac{\partial \boldsymbol{B}}{\partial t} \\
\boldsymbol{\nabla} \times \boldsymbol{B} & =\boldsymbol{j}+\frac{\partial \boldsymbol{E}}{\partial t}-\frac{\alpha}{\pi} \frac{\partial}{\partial t}(\theta \boldsymbol{B})-\frac{\alpha}{\pi} \boldsymbol{\nabla} \times(\theta \boldsymbol{E}), \tag{2.42}
\end{align*}
$$

where $\rho$ represents charge density and $\boldsymbol{j}$ is the charge-current density. Therefore, we see that the total electric and magnetic fields representing the cross-correlation effects become

$$
\begin{align*}
& \boldsymbol{E}_{\mathrm{tot}} \equiv \boldsymbol{E}+\boldsymbol{P}, \\
& \boldsymbol{B}_{\mathrm{tot}} \equiv \boldsymbol{B}+\boldsymbol{M}, \tag{2.43}
\end{align*}
$$

with

$$
\begin{align*}
\boldsymbol{P} & \equiv-\frac{\alpha}{\pi} \theta \boldsymbol{B} \\
\boldsymbol{M} & \equiv \frac{\alpha}{\pi} \theta \boldsymbol{E} \tag{2.44}
\end{align*}
$$

where $\boldsymbol{P}$ and $\boldsymbol{M}$ are effective electric polarization and effective magnetization, respectively. The electric polarization $\boldsymbol{P}$ leads to a polarization current $\boldsymbol{j}_{P} \equiv \partial_{t} \boldsymbol{P}$ while the magnetization $\boldsymbol{M}$ gives rise to a magnetization current as $\boldsymbol{j}_{M} \equiv-\boldsymbol{\nabla} \times \boldsymbol{M}$. We thus see that a total electric current defined as $\boldsymbol{j}_{\text {tot }} \equiv \boldsymbol{j}_{P}+\boldsymbol{j}_{M}$ is induced as shown below [72].

$$
\begin{equation*}
\boldsymbol{j}_{\mathrm{tot}}=\frac{\alpha}{\pi}\left(-b_{0} \boldsymbol{B}+\boldsymbol{b} \times \boldsymbol{E}\right) . \tag{2.45}
\end{equation*}
$$

In the case of the system with broken spatial-inversion symmetry by $b_{0}$, the current parallel to an applied magnetic field arises (chiral magnetic effect). On the other hand, in the case of the system with broken time-reversal symmetry by $\boldsymbol{b}$, the current perpendicular to an applied electric field is induced (anomalous Hall effect). In terms of an electric permittivity tensor, these effects are represented by antisymmetric off-diagonal components which only affect circular waves as $[31,92]$

$$
\begin{equation*}
\epsilon_{\mu \nu}=\delta_{\mu \nu}+i \frac{2 \alpha}{\pi \omega^{2}} \sum_{l} \epsilon_{\mu l \nu}\left(b_{0} k_{l}+b_{l} \omega\right) . \tag{2.46}
\end{equation*}
$$

Here, we used the relationship between the electric permittivity tensor and an electric conductivity tensor, $\epsilon_{\mu \nu}=\delta_{\mu \nu}+\frac{i}{\omega} \sigma_{\mu \nu}$, where $\omega$ is angular frequency of electromagnetic fields and $\sigma_{\mu \nu}$ is the electric conductivity tensor. In fact, from Eqs. (2.42) and (2.46), the characteristic equation for plane waves traveling along in $z$-axis is given by

$$
\left|\begin{array}{ccc}
\boldsymbol{k}^{2}-\omega^{2} & -\omega^{2} \epsilon_{x y} & 0  \tag{2.47}\\
\omega^{2} \epsilon_{x y} & \boldsymbol{k}^{2}-\omega^{2} & 0 \\
0 & 0 & -\omega^{2}
\end{array}\right|=0 .
$$

The dispersion relation for $E_{x}$ and $E_{y}$ thus read as

$$
\begin{equation*}
\boldsymbol{k}^{2}=\omega^{2}\left[1 \pm \frac{2 \alpha}{\pi \omega^{2}}\left(b_{0}|\boldsymbol{k}|+b \omega\right)\right] \tag{2.48}
\end{equation*}
$$

where $\pm$ stands for a circular polarization of light and we choose $\boldsymbol{b}=(0,0, b)$. Therefore, the term with $b_{0}$ results in the natural optical activity where the electric
field $\boldsymbol{E}$ rotates around the direction of $\boldsymbol{k}$ (Ref. [67]) while the term with $\boldsymbol{b}$ results in the Faraday effect where $\boldsymbol{E}$ rotates around the direction of $\boldsymbol{b}[92,93]$ when circularly-polarized waves are applied.

Comparing Eq. (2.13) with Eq. (2.46), the field $\theta$ which dose not induce the symmetric component turns out to play a different role from the toroidal moment and the quadrupole moment in the context of the anomalous optical responses. Especially, the Doppler shift term does not appear in the Weyl system, as the system is Lorentz invariant.

## Chapter 3

## Theory of optical activity in Weyl spin-orbit system

Chirality or handedness in condensed matter induces anomalous optical responses such as natural optical activity, rotation of the plane of light polarization, as a result of breaking of spatial-inversion symmetry. In this Chapter, optical properties of a Weyl spin-orbit system with quadratic dispersion, a typical chiral system invariant under time-reversal, are investigated theoretically by deriving an effective Hamiltonian based on an imaginary-time path-integral formalism. We show that the effective Hamiltonian can be indeed written in terms of an optical chirality order parameter suggested by Lipkin [74]. The natural optical activity is discussed based on the Hamiltonian.

### 3.1 Phenomenological study: Effective Hamiltonian approach

Let us discuss the effective Hamiltonian for electromagnetic fields in the Weyl spin-orbit system from the symmetry point of view.

In vacuum, the effective Hamiltonian of electromagnetic field is [75]

$$
\begin{equation*}
H=\int \mathrm{d}^{3} r \frac{1}{2}\left(\epsilon_{0}|\boldsymbol{E}|^{2}+\frac{1}{\mu_{0}}|\boldsymbol{B}|^{2}\right), \tag{3.1}
\end{equation*}
$$

where $\epsilon_{0}$ and $\mu_{0}$ are the electric permittivity and magnetic permeability of the vacuum. When coupled to electron system lacking spatial-inversion symmetry, an interaction linear both in $\boldsymbol{E}$ and $\boldsymbol{B}$ is expected to arise in the form

$$
\begin{equation*}
H_{E B}=g \int \mathrm{~d}^{3} r(\boldsymbol{B} \cdot \dot{\boldsymbol{E}}-\boldsymbol{E} \cdot \dot{\boldsymbol{B}}) \equiv \frac{2 g}{\epsilon_{0}} C_{\chi}, \tag{3.2}
\end{equation*}
$$

where $g$ is a constant reflecting the breaking of spatial-inversion symmetry and $C_{\chi}$ is an optical chirality order parameter defined in Refs. [94, 95].

Here, we show that the interaction of Eq. (3.2) leads to optical activity.


Figure 3.1: Schematic illustration of charged particle's helical motion under the effect of $g \boldsymbol{\nabla} \times \boldsymbol{E}$. Filled circle and solid arrow stand for the particle and its orbital motion, respectively.

Maxwell's equations (equation of motion) including $H_{E B}$ are given by

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \boldsymbol{E} & =\frac{\rho}{\epsilon_{0}}+\frac{g}{\epsilon_{0}} \boldsymbol{\nabla} \cdot \dot{\boldsymbol{B}} \\
\boldsymbol{\nabla} \times \boldsymbol{B} & =\mu_{0} \boldsymbol{j}+\epsilon_{0} \mu_{0} \frac{\partial \boldsymbol{E}}{\partial t}-\mu_{0} g \frac{\partial^{2} \boldsymbol{B}}{\partial t^{2}}+\mu_{0} g \boldsymbol{\nabla} \times \dot{\boldsymbol{E}} \tag{3.3}
\end{align*}
$$

where $\rho$ represents the charge density and $\boldsymbol{j}$ is the charge-current density. The condition of the absence of monopole and the Faraday's induction law are not changed because of $\mathrm{U}(1)$ gauge symmetry. From Eq. (3.3), we obtain the electric and magnetic fields including the cross-correlation effect due to Eq. (3.2) as

$$
\begin{align*}
\boldsymbol{E}_{\mathrm{tot}} & \equiv \boldsymbol{E}-\frac{g}{\epsilon_{0}} \dot{\boldsymbol{B}} \\
\boldsymbol{B}_{\mathrm{tot}} & \equiv \boldsymbol{B}-\mu_{0} g \dot{\boldsymbol{E}} \tag{3.4}
\end{align*}
$$

The above expressions are indeed identical to Eq. (1.37) suggested by Ref [62] in the context of the optical activity for circularly-polarized waves. Using $\dot{\boldsymbol{B}}=$ $-\boldsymbol{\nabla} \times \boldsymbol{E}, \boldsymbol{E}_{\text {tot }}$ in Eq. (3.4) is rewritten as

$$
\begin{equation*}
\boldsymbol{E}_{\mathrm{tot}}=\boldsymbol{E}+\frac{g}{\epsilon_{0}} \boldsymbol{\nabla} \times \boldsymbol{E} . \tag{3.5}
\end{equation*}
$$

The equation (3.5) clearly describes a chiral nature of the system. In fact, it indicates that the electric field acquires an additional component proportional to its rotation, $\boldsymbol{\nabla} \times \boldsymbol{E}$. When a charge undergoes a circular motion by $\boldsymbol{E}(\boldsymbol{r})$, therefore, the motion is drifted in the perpendicular direction due to the term $g \boldsymbol{\nabla} \times \boldsymbol{E}$, resulting in a helical motion shown in Fig. 3.1. This helical motion gives rise to optical activities.

In fact, we see directly that Eq. (3.4) results in the optical activity for circularly-polarized waves by deriving the dispersion relation of light. From Eq. (3.3), the wave equation in the medium reads

$$
\begin{equation*}
\sum_{\nu}\left[c^{2}\left(\boldsymbol{k}^{2} \delta_{\mu \nu}-k_{\mu} k_{\nu}\right)-\omega^{2} \epsilon_{\mu \nu}\right] E_{\nu}=0 \tag{3.6}
\end{equation*}
$$

where $c$ is the light velocity in vacuum, $\boldsymbol{k}$ and $\omega$ are the wave vector and angular frequency of electromagnetic waves, respectively, and

$$
\begin{equation*}
\epsilon_{\mu \nu} \equiv \delta_{\mu \nu}+i \frac{g}{\epsilon_{0}} \sum_{l} \epsilon_{\mu l \nu} k_{l}, \tag{3.7}
\end{equation*}
$$

is an electric permittivity tensor having the antisymmetric off-diagonal component linear in $\boldsymbol{k}$ due to the violation of spatial-inversion symmetry [84, 85]. Here $\epsilon_{\mu l \nu}$ is a totally antisymmetric tensor. Since Eqs. (3.6) and (3.7) give the characteristic equation for plane waves traveling along in $z$-axis of the form

$$
\left|\begin{array}{ccc}
c^{2} \boldsymbol{k}^{2}-\omega^{2} & -\omega^{2} \epsilon_{x y} & 0  \tag{3.8}\\
\omega^{2} \epsilon_{x y} & c^{2} \boldsymbol{k}^{2}-\omega^{2} & 0 \\
0 & 0 & -\omega^{2}
\end{array}\right|=0
$$

we obtain a dispersion relation,

$$
\begin{equation*}
\boldsymbol{k}^{2}=\frac{\omega^{2}}{c^{2}}\left[1 \pm \frac{g}{\epsilon_{0}}|\boldsymbol{k}|\right] \tag{3.9}
\end{equation*}
$$

where $\pm$ stands for the sense of circular polarization. Therefore, the existence of the optical chirality order parameter leads to a rotation of the electric field in a plane perpendicular to the incident direction, namely, circular dichroism, as pointed out in Ref. [96].

Originally, the optical chirality order parameter was mathematically introduced to describe the solution of Maxwell's equations in order to explore conserved physical quantities reflecting the symmetry of electromagnetic fields [94]. Lipkin called it zilch, meaning that it has no physical effects. The quantity is revisited recently as it determines the polarization of circularly-polarized light [97, 98]. The crosscorrelation effects was phenomenologically discussed in terms of the optical chirality in Ref. [95]. Until now, however, the optical chirality has not been discussed based on a microscopic ground. The aim of the present study is to show that the optical chirality indeed appears in the effective Hamiltonian by an imaginary-time path-integral formalism, and present a microscopic scenario on how the optical chirality leads to circular dichroism.

### 3.2 Derivation of effective Hamiltonian

In this section, we derive the effective Hamiltonian based on the imaginary-time path-integral formalism [86]. We set $\hbar=1$ for simplicity, where $\hbar$ is the Planck constant divided by $2 \pi$. We consider an electron system having the Weyl spinorbit interaction under the effect of electromagnetic fields described by the gauge field $\boldsymbol{A}$. In the field-representation, the conduction electrons are characterized by two-component annihilation and creation fields, $c(\boldsymbol{r}, \tau)$ and $\bar{c}(\boldsymbol{r}, \tau)$, with spin up and down along the $z$-axis, where $c$ and $\bar{c}$ are defined on an imaginary time $\tau$. The
imaginary-time Lagrangian of the system thus reads $L[\bar{c}, c, \boldsymbol{A}]=L_{0}+L_{A}$, where

$$
\begin{align*}
L_{0}(\tau) & \equiv \int \mathrm{d}^{3} r \bar{c}\left[\frac{\partial}{\partial \tau}-\left(\frac{\boldsymbol{\nabla}^{2}}{2 m}+\mu\right)+\frac{i \lambda}{2}(\overleftrightarrow{\nabla} \cdot \boldsymbol{\sigma})\right] c  \tag{3.10}\\
L_{A}(\tau) & \equiv-\int \mathrm{d}^{3} r \boldsymbol{A} \cdot\left(\frac{i e}{2 m} \bar{c} \overleftrightarrow{\nabla} c-\frac{e^{2}}{2 m} \boldsymbol{A} \bar{c} c+e \lambda \bar{c} \boldsymbol{\sigma} c\right) \tag{3.11}
\end{align*}
$$

Here $m$ is the electron mass, $\mu$ is the chemical potential of the system, $\lambda$ stands for the coupling constant of the Weyl spin-orbit interaction, $\boldsymbol{\sigma}$ is the vector of Pauli matrices, $\bar{c} \vec{\nabla}_{c} \equiv \bar{c}(\boldsymbol{\nabla} c)-(\boldsymbol{\nabla} \bar{c}) c$, and $-e$ is the electron charge $(e>0)$. The effective Hamiltonian for the electromagnetic field $H_{\text {eff }}[\boldsymbol{A}]$ is defined as

$$
\begin{equation*}
\int_{0}^{\beta} \mathrm{d} \tau H_{\text {eff }}[\boldsymbol{A}] \equiv-\operatorname{Tr} \ln \mathcal{Z}[\boldsymbol{A}], \tag{3.12}
\end{equation*}
$$

where $\mathcal{Z}$ is the partition function in path-integral representation and $\beta$ denotes the inverse temperature. Equation (3.12) is calculated by integrating out the conduction electrons in the partition function as

$$
\begin{equation*}
\mathcal{Z}[\boldsymbol{A}]=\int \mathcal{D} \bar{c} \mathcal{D} c e^{-\int_{0}^{\beta} d \tau L[\bar{c}, c, \boldsymbol{A}]} \tag{3.13}
\end{equation*}
$$

where $\mathcal{D}$ stands for the path-integral. By carrying out the path integral over the electrons, the contribution to the second order in the gauge field reads (diagrammatically shown in Fig. 3.2)

$$
\begin{align*}
\ln \mathcal{Z} & =-\int_{0}^{\beta} \mathrm{d} \tau \int \mathrm{~d}^{3} r \sum_{\mu \nu} A_{\mu} A_{\nu} \frac{e^{2}}{2 m} n_{\mathrm{e}}(\boldsymbol{r}, \tau) \delta_{\mu \nu} \\
& +\frac{1}{2} \int_{0}^{\beta} \mathrm{d} \tau \int_{0}^{\beta} \mathrm{d} \tau^{\prime} \int \mathrm{d}^{3} r \int \mathrm{~d}^{3} r^{\prime} \sum_{\mu \nu} A_{\mu} A_{\nu} \chi_{j j}^{\mu \nu}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, \tau, \tau^{\prime}\right) . \tag{3.14}
\end{align*}
$$

Here $n_{\mathrm{e}}(\boldsymbol{r}, \tau) \equiv\langle\bar{c}(\boldsymbol{r}, \tau) c(\boldsymbol{r}, \tau)\rangle$ is the electron density and

$$
\begin{equation*}
\chi_{j j}^{\mu \nu}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, \tau, \tau^{\prime}\right) \equiv\left\langle\tilde{j}_{\mu}(\boldsymbol{r}, \tau) \tilde{j}_{\nu}\left(\boldsymbol{r}^{\prime}, \tau^{\prime}\right)\right\rangle \tag{3.15}
\end{equation*}
$$

represents the current-current correlation function. The total electric current is denoted by

$$
\begin{equation*}
\tilde{j}_{\mu}=-j_{\mu}+2 e \lambda s_{\mu}, \tag{3.16}
\end{equation*}
$$

where $\boldsymbol{j} \equiv-\frac{i e}{2 m} \bar{c} \overleftrightarrow{\nabla} c$ and $\boldsymbol{s} \equiv \frac{1}{2} \bar{c} \boldsymbol{\sigma} c$ are the bare electric current density and electron spin density, respectively. The thermal average $\rangle$ in Eq. (F.9) is calculated in the equilibrium state determined by the Lagrangian $L_{0}(\tau)$. Using Wick's theorem, the electron density and the correlation function are expressed as $n_{\mathrm{e}}=-\frac{1}{\beta V} \sum_{n, \boldsymbol{k}} \operatorname{tr}\left[\mathscr{G}_{\boldsymbol{k}, n}\right]$ and

$$
\begin{equation*}
\chi_{j j}^{\mu \nu}\left(\boldsymbol{q}, i \Omega_{\ell}\right)=-\frac{e^{2}}{\beta V} \sum_{n, \boldsymbol{k}} \operatorname{tr}\left[\tilde{v}_{\boldsymbol{k}, \mu} \mathscr{G}_{\boldsymbol{k}_{+}, n+\ell} \tilde{v}_{\boldsymbol{k}, \nu} \mathscr{G}_{\boldsymbol{k}_{-}, n}\right], \tag{3.17}
\end{equation*}
$$



Figure 3.2: Diagrammatic representation of the contribution to the effective Hamiltonian. Solid lines represent the thermal Green's function for electron and the wavy lines denote the gauge field, respectively. Diagrams, (a) and (b), correspond to the contributions of $n_{\mathrm{e}}$ and $\chi_{j j}^{\mu \nu}$ in Eq. (3.14), respectively.
respectively, where $\tilde{\boldsymbol{v}}_{\boldsymbol{k}} \equiv \boldsymbol{v}-\lambda \boldsymbol{\sigma}$ with $\boldsymbol{v} \equiv \frac{\boldsymbol{k}}{\boldsymbol{k}}, \operatorname{tr}$ is the trace over spin space, $V$ is the volume of the system, and

$$
\begin{equation*}
\mathscr{G}_{\boldsymbol{k}, n} \equiv \frac{1}{i \omega_{n}-\epsilon_{\boldsymbol{k}}-\gamma_{\boldsymbol{k}} \cdot \boldsymbol{\sigma}+i \eta \operatorname{sgn}\left(\omega_{n}\right)} \tag{3.18}
\end{equation*}
$$

is the $2 \times 2$ thermal Green's function for electrons. It includes the Weyl spinorbit interaction and a finite electron-elastic-scattering lifetime $\tau_{\mathrm{e}}$ as $\eta \equiv \frac{1}{2 \tau_{\mathrm{e}}}$, and $\operatorname{sgn}\left(\omega_{n}\right) \equiv 1$ and -1 for $\omega_{n}>0$ and $\omega_{n}<0$, respectively. Here $\boldsymbol{k}_{ \pm} \equiv \boldsymbol{k} \pm \frac{\boldsymbol{q}}{2}$, $\epsilon_{\boldsymbol{k}}=\frac{k^{2}}{2 m}-\mu$ is the electron energy measured from the Fermi energy, $\gamma_{\boldsymbol{k}} \equiv-\lambda \boldsymbol{k}$, and $\boldsymbol{k}$ and $\omega_{n} \equiv \frac{(2 n+1) \pi}{\beta}$ with $n$ being an integer are the wave vector and fermionic thermal frequency of the conduction electron, respectively. The wave vector and thermal frequency carried by the gauge field are denoted by $\boldsymbol{q}$ and $\Omega_{\ell} \equiv \frac{2 \pi \ell}{\beta}$ with $\ell$ being an integer, respectively.

Since we are interested in the effective Hamiltonian in the long-wavelength and low-energy region, we expand the correlation functions Eq. (3.17) with respect to $\boldsymbol{q}$. Up to the first order of $\boldsymbol{q}$, Eq. (3.17) reduces to (see Appendix I)

$$
\begin{equation*}
\chi_{j j}^{\mu \nu}\left(\boldsymbol{q}, i \Omega_{\ell}\right) \simeq \chi_{j j}^{\mu \nu}\left(\boldsymbol{q}=0, i \Omega_{\ell}\right)-i g\left(i \Omega_{\ell}\right) \sum_{\rho} \epsilon_{\mu \rho \nu} q_{\rho}, \tag{3.19}
\end{equation*}
$$

with

$$
\begin{align*}
g\left(i \Omega_{\ell}\right) & \equiv \frac{e^{2} \lambda^{3}}{24} \sum_{\boldsymbol{k}} \sum_{\sigma_{1} \sigma_{2} \sigma_{3}} \xi_{\boldsymbol{k}, \sigma_{1} \sigma_{2} \sigma_{3}} \\
& \times\left(-\frac{1}{\beta}\right) \sum_{n} \mathrm{~g}_{\boldsymbol{k}, n, \sigma_{1}} \mathrm{~g}_{\boldsymbol{k}, n, \sigma_{2}}\left(\mathrm{~g}_{\boldsymbol{k}, n+\ell, \sigma_{3}}+\mathrm{g}_{\boldsymbol{k}, n-\ell, \sigma_{3}}\right), \tag{3.20}
\end{align*}
$$

where

$$
\begin{equation*}
\xi_{k, \sigma_{1} \sigma_{2} \sigma_{3}} \equiv \frac{k}{\lambda m}\left(\sigma_{3}-3 \sigma_{1} \sigma_{2} \sigma_{3}\right)+3-\left(\sigma_{1} \sigma_{2}+2 \sigma_{2} \sigma_{3}\right) \tag{3.21}
\end{equation*}
$$

Here $\mathrm{g}_{\boldsymbol{k}, n, \sigma} \equiv\left[i \omega_{n}-\epsilon_{\boldsymbol{k}}^{\sigma}+i \eta \operatorname{sgn}\left(\omega_{n}\right)\right]^{-1}$ with $\epsilon_{\boldsymbol{k}}^{\sigma}=\epsilon_{\boldsymbol{k}}+\sigma \lambda|\boldsymbol{k}|$ is the Green's function diagonalized in the spin space and $\sigma_{i}= \pm 1(i=1 \sim 3)$ is the diagonalized spin index.
$\chi_{j j}^{\mu \nu}(\boldsymbol{q}=0)$ and the coefficient $g$ on the right-hand side of Eq. (3.19) are calculated by the analytic continuation. We first show that the first term with $\boldsymbol{q}=0$ is irrelevant. Expanding $\chi_{j j}^{\mu \nu}(\boldsymbol{q}=0)$ with respect to the external frequency $\Omega$ defined by the analytic continuation to $\Omega+i \delta \equiv i \Omega_{\ell}[87,88]$, where $\delta$ is a small positive imaginary part, the result up to the second order in $\Omega$ reduces to

$$
\begin{equation*}
\chi_{j j}^{\mu \nu}(\boldsymbol{q}=0, \Omega+i \delta) \simeq \chi_{j j}^{\mu \nu, \Omega^{0}}+\chi_{j j}^{\mu \nu, \Omega^{1}}+\chi_{j j}^{\mu \nu, \Omega^{2}} \tag{3.22}
\end{equation*}
$$

The first term in the above equation is $\chi_{j j}^{\mu \nu, \Omega^{0}}=-\frac{e^{2}}{m} n_{\mathrm{e}} \delta_{\mu \nu}$; hence, the contribution of $\chi_{j j}^{\mu \nu, \Omega^{0}}$ and that of $n_{\mathrm{e}}$ shown in Eq. (2.25) cancel each other, as is required by the gauge invariance. The second term on the right-hand side of Eq. (3.22), $\chi_{j j}^{\mu \nu, \Omega^{1}}$, is a term with $i \Omega \delta_{\mu \nu}$, but we drop the term proportional to $i \Omega A_{\mu}(-\Omega) A_{\mu}(\Omega)$ by noting the fact that $\int \mathrm{d} t A_{\mu} \dot{A}_{\mu}=0$. In Eq. (3.22), there appear the odd orders with respect to $\Omega$, but these terms also become total differential with respect to time. The third term on the right-hand side of Eq. (3.22), $\chi_{j j}^{\mu \nu, \Omega^{2}}$, gives rise to a term with $\Omega^{2} \delta_{\mu \nu}$, which represents renormalization of the electric permittivity $\epsilon_{0}$ and we do not consider it further. The correlation function, Eq. (3.19), is therefore dominated by the $\boldsymbol{q}$-linear contribution with a coefficient $g\left(i \Omega_{\ell}\right)$,

$$
\begin{equation*}
\chi_{j j}^{\mu \nu}\left(\boldsymbol{q}, i \Omega_{\ell}\right) \simeq-i g\left(i \Omega_{\ell}\right) \sum_{\rho} \epsilon_{\mu \rho \nu} q_{\rho} . \tag{3.23}
\end{equation*}
$$

By rewriting the summation over the thermal frequency using the contour integral ( $z \equiv i \omega_{n}$ ), Eq. (3.20) becomes

$$
\begin{align*}
g\left(i \Omega_{\ell}\right) & =\frac{e^{2} \lambda^{3}}{24} \sum_{k} \sum_{\sigma_{1} \sigma_{2} \sigma_{3}} \xi_{\boldsymbol{k}, \sigma_{1} \sigma_{2} \sigma_{3}} \\
& \int_{C} \frac{\mathrm{~d} z}{2 \pi i} f(z) \mathrm{g}_{\boldsymbol{k}, \sigma_{1}}(z) \mathrm{g}_{\boldsymbol{k}, \sigma_{2}}(z)\left[\mathrm{g}_{\boldsymbol{k}, \sigma_{3}}\left(z+i \Omega_{\ell}\right)+\mathrm{g}_{\boldsymbol{k}, \sigma_{3}}\left(z-i \Omega_{\ell}\right)\right] \tag{3.24}
\end{align*}
$$

where $C$ is a counterclockwise contour surrounding the imaginary axis [87, 88], and $\mathrm{g}_{\boldsymbol{k}, \sigma}(z) \equiv\left[z-\epsilon_{\boldsymbol{k}}^{\sigma}+i \eta \operatorname{sgn}(\operatorname{Im}[z])\right]^{-1}, f(z) \equiv\left(e^{\beta z}+1\right)^{-1}$ is the Fermi-Dirac distribution function, and $\operatorname{Im}$ is the imaginary part. The retarded and advanced Green's function are defined as $\mathrm{g}_{\boldsymbol{k}, \omega, \sigma}^{\mathrm{r}} \equiv \mathrm{g}_{\boldsymbol{k}, \sigma}(\omega+i \delta)$ and $\mathrm{g}_{\boldsymbol{k}, \omega, \sigma}^{\mathrm{a}} \equiv \mathrm{g}_{\boldsymbol{k}, \sigma}(\omega-i \delta)$, respectively, where $\omega$ is an angular frequency of conduction electrons. Expanding $g$ with respect to $\Omega$ after the analytic continuation, the result up to the order of $\Omega^{2}$ reduces to

$$
\begin{equation*}
g(\Omega+i \delta) \simeq g^{(0)}+i \Omega g^{(1)}+\Omega^{2} g^{(2)} \tag{3.25}
\end{equation*}
$$

with

$$
\begin{aligned}
& g^{(0)} \equiv \frac{e^{2} \lambda^{3}}{6} \sum_{\boldsymbol{k}, \omega} \sum_{\sigma_{1} \sigma_{2} \sigma_{3}} \xi_{\boldsymbol{k}, \sigma_{1} \sigma_{2} \sigma_{3}} f(\omega) \operatorname{Im}\left[\mathrm{g}_{\boldsymbol{k}, \omega, \sigma_{1}}^{\mathrm{r}} \mathrm{~g}_{\boldsymbol{k}, \omega, \sigma_{2}}^{\mathrm{r}} \mathrm{~g}_{\boldsymbol{k}, \omega, \sigma_{3}}^{\mathrm{r}}\right], \\
& g^{(1)} \equiv \frac{e^{2} \lambda^{3}}{12} \sum_{k, \omega} \sum_{\sigma_{1} \sigma_{2} \sigma_{3}} \xi_{k, \sigma_{1} \sigma_{2} \sigma_{3}} f^{\prime}(\omega) \operatorname{Re}\left[\mathrm{g}_{\boldsymbol{k}, \omega, \sigma_{1}}^{\mathrm{r}} \mathrm{~g}_{\boldsymbol{k}, \omega, \sigma_{2}}^{\mathrm{r}}\left(\mathrm{~g}_{\boldsymbol{k}, \omega, \sigma_{3}}^{\mathrm{r}}-\mathrm{g}_{\boldsymbol{k}, \omega, \sigma_{3}}^{\mathrm{a}}\right)\right], \\
& g^{(2)} \equiv-i \frac{e^{2} \lambda^{3}}{12} \sum_{\boldsymbol{k}, \omega} \sum_{\sigma_{1} \sigma_{2} \sigma_{3}} \xi_{\boldsymbol{k}, \sigma_{1} \sigma_{2} \sigma_{3}}
\end{aligned}
$$

where $\mathrm{g}_{\boldsymbol{k}, \omega, \sigma}^{\mathrm{r}} \equiv\left(\omega-\epsilon_{\boldsymbol{k}}^{\sigma}+i \eta\right)^{-1}, \mathrm{~g}_{\boldsymbol{k}, \omega, \sigma}^{\mathrm{a}}=\left(\mathrm{g}_{\boldsymbol{k}, \omega, \sigma}^{\mathrm{r}}\right)^{*}$, Re is the real part, $f(\omega)=\left(e^{\beta \omega}+\right.$ $1)^{-1}$, and $f^{\prime}(\omega) \equiv \frac{\partial}{\partial \omega} f(\omega)$. The result can be simplified using the gauge invariance which impose $g^{(0)}=0$. The second term on the right-hand side of Eq. (3.25), the $\Omega$-linear term, generally arises from integrating out fermions coupled to bosons [99], and gives rise to a term with $\boldsymbol{E} \cdot \boldsymbol{B}$, where $\boldsymbol{E} \equiv-\dot{\boldsymbol{A}}$ and $\boldsymbol{B} \equiv \boldsymbol{\nabla} \times \boldsymbol{A}$ are the electric and magnetic fields, respectively. However, we drop the term because $\boldsymbol{E} \cdot \boldsymbol{B}=\frac{1}{4} \sum_{\mu \nu \alpha \beta} \epsilon^{\mu \nu \alpha \beta} F_{\mu \nu} F_{\alpha \beta}$ reduces to a surface term by the divergence theorem, where $\epsilon^{\mu \nu \alpha \beta}$ is a totally antisymmetric tensor, $F_{\mu \nu} \equiv \partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}$ is the field strength of the electromagnetic field. We thus have $g \sim \Omega^{2} g^{(2)}$ and the effective Hamiltonian finally turns out to be Eq. (3.2) with $g=\frac{g^{(2)}}{4}$.

## Chapter 4

## Conclusions

In Chapter 2, we have derived an effective Hamiltonian describing directional dichroism in a magnetic Rashba conductor, and showed that it is made up of a toroidal-moment term and a quadrupole-moment term, as in insulator multiferroics. The toroidal-moment term is given by the vector coupling between the toroidal moment and the Poynting vector, such that this term leads to directional dichroism irrespective of light polarization as a result of the Doppler shift. Furthermore, the quadrupole-moment term induces directional dichroism when linearly-polarized waves are applied. The microscopic analysis done in this study indicates that the toroidal moment plays the role of an effective vector potential for light, causing dichroism as a result of the Doppler shift. The effective Hamiltonian approach clearly shows that electromagnetic cross-correlation effects in the magnetic Rashba system is qualitatively distinct from those in relativistic Weyl systems (3+1dimensional Weyl semimetals) described by topological $\theta$-term.

Using an imaginary-time path-integral formalism, we derived an effective Hamiltonian of the electromagnetic fields in terms of an optical chirality order parameter in a Weyl spin-orbit system having quadratic dispersion in Chapter 3. The effective Hamiltonian approach clearly revealed that natural optical activity in the system is due to the emergence of the optical chirality order parameter.

## Appendix A

## Edelstein Effect and inverse Edelstein Effect

## A. 1 Microscopic calculation of Edelstein effect

By calculating a magnetization induced by Edelstein effect by use of Keldysh Green's function method [100], we derive Eq. (1.13). For simplicity, we set $\hbar=1$. In the second quantized representation, the Lagrangian we consider is given by

$$
\begin{align*}
L & =L_{0}+L_{A}^{(1)} \\
L_{0} & \equiv \int \mathrm{~d}^{3} r c^{\dagger}\left[i \frac{\partial}{\partial t}+\left(\frac{\boldsymbol{\nabla}^{2}}{2 m}+\epsilon_{\mathrm{F}}\right)-\frac{i}{2} \boldsymbol{\alpha}_{\mathrm{R}} \cdot(\overleftrightarrow{\nabla} \times \boldsymbol{\sigma})\right] c, \\
L_{A}^{(1)} & \equiv \int \mathrm{d}^{3} r \boldsymbol{A} \cdot\left[\frac{i e}{2 m} c^{\dagger} \overleftrightarrow{\nabla} c-\frac{e^{2}}{2 m} \boldsymbol{A} c^{\dagger} c-e c^{\dagger}\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{\sigma}\right) c\right], \tag{A.1}
\end{align*}
$$

where $c^{\dagger}$ and $c$ are the conduction electron's creation and annihilation operators having two spin components, respectively, $m$ is the electron mass, $\epsilon_{\mathrm{F}}$ is the Fermi energy of the system, $\boldsymbol{\sigma}$ is the vector of Pauli matrices, $\boldsymbol{\alpha}_{R}$ is the Rashba field representing the strength and direction of the Rashba spin-orbit interaction, $-e$ is the electron charge $(e>0)$, and $c^{\dagger} \overleftrightarrow{\nabla}_{c} \equiv c^{\dagger}(\nabla c)-\left(\nabla c^{\dagger}\right) c$. The term $L_{A}^{(1)}$ is the interaction between the conduction electron and the applied electric field described by $\boldsymbol{E} \equiv-\dot{\boldsymbol{A}}$, where $\boldsymbol{A}$ is a gauge field. Note that $L_{A}^{(1)}$ includes the term arising from the Rashba spin-orbit interaction.

The magnetization is defined as

$$
\begin{equation*}
\boldsymbol{M} \equiv-\gamma \boldsymbol{s}_{\mathrm{e}} \tag{A.2}
\end{equation*}
$$

where $\gamma \equiv \frac{e}{2 m}$ is gyromagnetic ratio, $\boldsymbol{s}_{\mathrm{e}} \equiv \frac{1}{2}\left\langle c^{\dagger} \boldsymbol{\sigma} c\right\rangle$ is the expectation value of a electron spin density, $\rangle$ is the expectation value for $L$. In the Green's function representation, the spin density reads

$$
\begin{equation*}
\boldsymbol{s}_{\mathrm{e}}(\boldsymbol{r}, t)=-\lim _{\substack{r^{\prime} \rightarrow r \\ t^{\prime} \rightarrow t}} \frac{i}{2} \operatorname{tr}\left[\boldsymbol{\sigma} G^{<}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right)\right] \tag{A.3}
\end{equation*}
$$



Figure A.1: The Feynman diagrams for the spin density induced by Edelstein effect. Solid lines represent the conducting electrons' Green's function including the Rashba interaction and the wavy lines denote the gauge field, respectively.
where $\boldsymbol{r}$ and $t$ are space and time, respectively, tr is the trace over the spin space, and $G^{<}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right) \equiv i\left\langle c^{\dagger}\left(\boldsymbol{r}^{\prime}, t^{\prime}\right) c(\boldsymbol{r}, t)\right\rangle$ is a lesser component of contour ordered Green's function. We calculate Eq. (A.3) up to the first order of the gauge field based on linear response theory [101]. Using the Dyson equation,
$\left.G\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right)=\frac{1}{V} \sum_{\boldsymbol{k}, \omega}\left\{+e \sum_{\nu} \sum_{\boldsymbol{q}, \Omega} e^{i\left(\boldsymbol{k}_{+} \cdot \boldsymbol{r}-\boldsymbol{k}_{-} \cdot \boldsymbol{r}^{\prime}\right)-i\left(\omega_{+}+-\omega_{-} t^{\prime}\right)} A_{\nu}^{i \boldsymbol{k} \cdot\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)-i \omega\left(t^{\prime}-t\right)} g_{\boldsymbol{k}, \omega}, \Omega\right) g_{\boldsymbol{k}_{+}, \omega_{+}} \tilde{v}_{\boldsymbol{k}, \nu} g_{\boldsymbol{k}_{-}, \omega_{-}}\right\}$,
the spin density, Eq. (A.3), is given by (diagrammatically shown in Fig. A.1 )

$$
\begin{equation*}
s_{\mathrm{e}, \mu}=\sum_{\boldsymbol{q}, \Omega} \sum_{\nu} e^{i \boldsymbol{q} \cdot \boldsymbol{r}-i \Omega t} \frac{e}{2 \Omega} \chi_{\mu \nu}^{s j}(\boldsymbol{q}, \Omega) E_{\nu}(\boldsymbol{q}, \Omega), \tag{A.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi_{\mu \nu}^{s j}(\boldsymbol{q}, \Omega) \equiv-\frac{1}{V} \sum_{\boldsymbol{k}} \int_{-\infty}^{\infty} \frac{\mathrm{d} \omega}{2 \pi i} \operatorname{tr}\left[\sigma_{\mu} g_{\boldsymbol{k}_{+}, \omega_{+}} \tilde{v}_{\boldsymbol{k}, \nu} g_{\boldsymbol{k}_{-}, \omega_{-}}\right]^{<} \tag{A.6}
\end{equation*}
$$

is spin-current correlation function, $g_{\boldsymbol{k}, \omega}$ is $2 \times 2$ free Green's function including the Rashba interaction with wave vector $\boldsymbol{k}$ and angular frequency $\omega$, whose lesser component is given by

$$
\begin{equation*}
g_{\boldsymbol{k}, \omega}^{<}=f(\omega)\left(g_{\boldsymbol{k}, \omega}^{\mathrm{a}}-g_{\boldsymbol{k}, \omega}^{\mathrm{r}}\right) . \tag{A.7}
\end{equation*}
$$

Here, $g_{\boldsymbol{k}, \omega}^{\mathrm{r}} \equiv\left(\omega-\epsilon_{\boldsymbol{k}}-\gamma_{\boldsymbol{k}} \cdot \boldsymbol{\sigma}+i 0\right)^{-1}$ and $g_{\boldsymbol{k}, \omega}^{\mathrm{a}}=\left(g_{\boldsymbol{k}, \omega}^{\mathrm{r}}\right)^{\dagger}$ are the retarded and advanced Green's functions, respectively, $\epsilon_{\boldsymbol{k}}=\frac{k^{2}}{2 m}-\epsilon_{\mathrm{F}}$ is the electron energy measured from the Fermi energy $\epsilon_{\mathrm{F}}, \gamma_{\boldsymbol{k}} \equiv \boldsymbol{k} \times \boldsymbol{\alpha}_{\mathrm{R}}, 0$ is a positive infinitesimal, $f(\omega) \equiv\left(e^{\beta \omega}+1\right)^{-1}$ is the Fermi-Dirac distribution function, and $\beta$ is the inverse temperature. $\boldsymbol{k}_{ \pm} \equiv \boldsymbol{k} \pm \frac{\boldsymbol{q}}{2}, \omega_{ \pm} \equiv \omega \pm \frac{\Omega}{2}$, and $\tilde{\boldsymbol{v}}_{\boldsymbol{k}} \equiv \boldsymbol{v}+\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{\sigma}$ with $\boldsymbol{v} \equiv \frac{\boldsymbol{k}}{m}$. The wave vector and angular frequency carried by the gauge field are denoted by $\boldsymbol{q}$ and $\Omega$, respectively. The lesser component of the correlation function, Eq. (A.6), is calculated by use of the Langreth's methods [100, 102],

$$
\begin{equation*}
\left[g_{\boldsymbol{k}_{+}, \omega_{+}} g_{\boldsymbol{k}_{-}, \omega_{-}}\right]^{<}=g_{\boldsymbol{k}_{+}, \omega_{+}}^{\mathrm{r}} g_{\boldsymbol{k}_{-}, \omega_{-}}^{<}+g_{\boldsymbol{k}_{+}, \omega_{+}}^{<} g_{\boldsymbol{k}_{-}, \omega_{-}}^{\mathrm{a}} \tag{A.8}
\end{equation*}
$$

Since we are interested in the long wavelength region, we estimate $\chi_{\mu \nu}^{s j}$ at $\boldsymbol{q}=0$. The spin trace is performed by use of

$$
\begin{align*}
\operatorname{tr}\left[\sigma_{\mu} g_{\boldsymbol{k}, \omega_{+}} g_{\boldsymbol{k}, \omega_{-}}\right] & =\hat{\gamma}_{\boldsymbol{k}}^{\mu} \sum_{\sigma} \sigma g_{\boldsymbol{k}, \omega_{+}, \sigma} g_{\boldsymbol{k}, \omega_{-}, \sigma}, \\
\operatorname{tr}\left[\sigma_{\mu} g_{\boldsymbol{k}, \omega_{+}} \sigma_{\nu} g_{\boldsymbol{k}, \omega_{-}}\right] & =\sum_{\sigma}\left[\delta_{\mu \nu} g_{\boldsymbol{k}, \omega_{+}, \sigma} g_{\boldsymbol{k}, \omega_{-},-\sigma}+\hat{\gamma}_{\boldsymbol{k}}^{\mu} \hat{\gamma}_{\boldsymbol{k}}^{\nu}\left(g_{\boldsymbol{k}, \omega_{+}, \sigma} g_{\boldsymbol{k}, \omega_{-}, \sigma}-g_{\boldsymbol{k}, \omega_{+}, \sigma} g_{\boldsymbol{k}, \omega_{-},-\sigma}\right)\right], \tag{A.9}
\end{align*}
$$

where $\sigma= \pm$ is the diagonalized spin index, $g_{k, \omega, \sigma}$ is the Green's function diagonalized in spin space, and $\hat{\gamma}_{k} \equiv \gamma_{k} /\left|\gamma_{k}\right|$. Using Eqs. (A.7), (A.8), and (A.9), the result becomes

$$
\begin{equation*}
\chi_{\mu \nu}^{s j}(\boldsymbol{q}=0, \Omega)=-\frac{8 i}{V} \sum_{\boldsymbol{k}} \sum_{\sigma} \sum_{i j} \epsilon_{\nu i j} \alpha_{\mathrm{R}, i}\left(\delta_{\nu j}-\hat{\gamma}_{\boldsymbol{k}}^{\mu} \hat{\gamma}_{\boldsymbol{k}}^{j}\right) \frac{\gamma_{\boldsymbol{k}} \sigma f\left(\epsilon_{\boldsymbol{k}}^{\sigma}\right)}{(\Omega+i 0)^{2}-4 \gamma_{\boldsymbol{k}}^{2}}, \tag{A.10}
\end{equation*}
$$

where $\gamma_{k} \equiv\left|\gamma_{k}\right|$ and $\epsilon_{k}^{\sigma} \equiv \epsilon_{\boldsymbol{k}}+\sigma \gamma_{k}$. For the $\boldsymbol{k}$-integral, we choose the $z$ axis along the Rashba field, i.e., $\boldsymbol{\alpha}_{\mathrm{R}}=\alpha_{\mathrm{R}} \hat{\boldsymbol{z}}(\hat{\boldsymbol{z}} \equiv(0,0,1))$ and $\boldsymbol{k}$ is represented using the polar and azimuthal angles $\theta$ and $\varphi$, respectively. Using the following relation,

$$
\begin{equation*}
\int_{0}^{2 \pi} \frac{\mathrm{~d} \varphi}{2 \pi} \hat{\gamma}_{k}^{\mu} \hat{\gamma}_{\boldsymbol{k}}^{\nu}=\frac{1}{2}\left(\delta_{\mu \nu}-\hat{\alpha}_{\mathrm{R}, \mu} \hat{\alpha}_{\mathrm{R}, \nu}\right) \tag{A.11}
\end{equation*}
$$

where $\hat{\boldsymbol{\alpha}}_{R} \equiv \boldsymbol{\alpha}_{\mathrm{R}} /\left|\boldsymbol{\alpha}_{\mathrm{R}}\right|$, we thus get the correlation function as

$$
\begin{equation*}
\chi_{\mu \nu}^{s j}=-\frac{i n_{\mathrm{e}}}{\tilde{\beta}^{2} \epsilon_{\mathrm{F}}} \sum_{i} \epsilon_{\nu i \mu} \alpha_{\mathrm{R}, i} C(\Omega), \tag{A.12}
\end{equation*}
$$

with

$$
\begin{equation*}
C(\Omega) \equiv-\frac{4 \tilde{\beta}^{2} \epsilon_{\mathrm{F}}}{n_{\mathrm{e}}} \sum_{k} \frac{\gamma_{k} s}{H_{k}(\Omega)} \tag{A.13}
\end{equation*}
$$

where $s \equiv \sigma f\left(\epsilon_{\boldsymbol{k}}^{\sigma}\right), H_{\boldsymbol{k}}(\Omega) \equiv(\Omega+i 0)^{2}-4 \gamma_{\boldsymbol{k}}, n_{\mathrm{e}} \equiv n_{\mathrm{e}}^{(0)}\left(1+2 \Delta_{\tilde{\beta}}\right), n_{\mathrm{e}}^{(0)} \equiv \frac{k_{\mathrm{F}}^{3}}{6 \pi^{2}}, k_{\mathrm{F}}$ is Fermi wave number, $\Delta_{\tilde{\beta}} \equiv \frac{3}{4 \tilde{\beta}^{2}}\left(1+\frac{1+\tilde{\beta}^{2}}{\tilde{\beta}} \tan ^{-1} \tilde{\beta}\right), \tilde{\beta} \equiv \frac{m \alpha_{\mathrm{R}}}{k_{\mathrm{F}}}$.

The results of Eqs. (A.2), (A.5) and Eq. (A.12) are summarized in Eq. (1.13) with $\gamma_{M E}=\frac{\gamma e n_{\mathrm{e}}}{m \alpha_{\mathrm{R}}} \frac{\operatorname{Im}[C]}{\Omega}$. The electron density $n_{\mathrm{e}}$ is defined as (A.28) by use of Green's function. $n_{\mathrm{e}}$ and $C(\Omega)$ are calculated in Appendix B.

## A. 2 Microscopic calculation of inverse Edelstein effect

Here, we derive Eq. (1.14) as the same manner in Sec. A.1. We calculate the electric current density induced by Zeeman term describing the interaction


Figure A.2: The Feynman diagrams for the electric current density induced by inverse Edelstein effect. Solid lines represent the conducting electrons' Green's function including the Rashba interaction. The dotted and wavy lines denote the Rashba field and magnetic field, respectively. Note that the contribution arising from the third term on the right-hand side of Eq. (A.16) vanishes at $\boldsymbol{q}=0$.
between electron spin and the applied magnetic field. The Lagrangian we consider is given by

$$
\begin{align*}
L & =L_{0}+L_{A}^{(2)}, \\
L_{0} & \equiv \int \mathrm{~d}^{3} r c^{\dagger}\left[i \frac{\partial}{\partial t}+\left(\frac{\boldsymbol{\nabla}^{2}}{2 m}+\epsilon_{\mathrm{F}}\right)-\frac{i}{2} \boldsymbol{\alpha}_{\mathrm{R}} \cdot(\overleftrightarrow{\nabla} \times \boldsymbol{\sigma})\right] c, \\
L_{A}^{(2)} & \equiv \gamma \int \mathrm{d}^{3} r \boldsymbol{A} \cdot \boldsymbol{\nabla} \times\left(c^{\dagger} \boldsymbol{\sigma} c\right) . \tag{A.14}
\end{align*}
$$

The term $L_{A}^{(2)}$ represents the interaction between electron spin and the applied magnetic field defined by $\boldsymbol{B} \equiv \boldsymbol{\nabla} \times \boldsymbol{A}$, called Zeeman interaction, where $\gamma \equiv \frac{e}{2 m}$ is gyromagnetic ratio.

The expectation value of electric current density in this Rashba system is

$$
\begin{equation*}
j_{\mu}(\boldsymbol{r}, t)=\frac{i e}{2 m}\left\langle c^{\dagger} \overleftrightarrow{\nabla}_{\mu} c\right\rangle-e \sum_{i j} \epsilon_{\mu i j} \alpha_{\mathrm{R}, i}\left\langle c^{\dagger} \sigma_{j} c\right\rangle-\gamma \sum_{i j} \epsilon_{\mu i j} \nabla_{i}\left\langle c^{\dagger} \sigma_{j} c\right\rangle, \tag{A.15}
\end{equation*}
$$

where $\rangle$ means the expectation value for $L$. In the Green's function representation, the electric current density reads

$$
j_{\mu}=\lim _{\substack{r^{\prime} \rightarrow r  \tag{A.16}\\
t^{\prime} \rightarrow t}} \operatorname{tr}\left\{\begin{array}{c}
\frac{e}{2 m}\left[\left(\nabla_{\boldsymbol{r}^{\prime}, \mu}-\nabla_{\boldsymbol{r}, \mu}\right) G^{<}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right)\right]+i e \sum_{i j} \epsilon_{\mu i j} \alpha_{\mathrm{R}, i}\left[\sigma_{k} G^{<}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right)\right] \\
+i \gamma \sum_{i j} \epsilon_{\mu i j}\left[\left(\nabla_{\boldsymbol{r}^{\prime}, j}+\nabla_{\boldsymbol{r}, j}\right) \sigma_{k} G^{<}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right)\right]
\end{array}\right\},
$$

where $G^{<}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right) \equiv i\left\langle c^{\dagger}\left(\boldsymbol{r}^{\prime}, t^{\prime}\right) c(\boldsymbol{r}, t)\right\rangle$ is a lesser component of contour ordered Green's function. We calculate Eq. (A.16) up to the first order of the magnetic field. Using the Dyson equation,
$G\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right)=\frac{1}{V} \sum_{\boldsymbol{k}, \omega}\left\{+\sum_{\nu} \sum_{\boldsymbol{q}, \Omega} e^{i\left(\boldsymbol{k}_{+} \cdot \boldsymbol{r}-\boldsymbol{k}_{-} \cdot \boldsymbol{r}^{\prime}\right)-i\left(\omega_{+} t-\omega_{-} t^{\prime}\right)} \gamma B_{\nu}(\boldsymbol{q} \cdot \Omega) g_{\boldsymbol{k}_{+}, \omega_{+}} \sigma_{\nu} g_{\boldsymbol{k}_{-}, \omega_{-}}\right\}$,
the electric current density, Eq. (A.16), is given by (diagrammatically shown in Fig. A. 2 )

$$
\begin{equation*}
j_{\mu}=i e \gamma \sum_{\boldsymbol{q}, \Omega} \sum_{\nu} e^{i \boldsymbol{q} \cdot \boldsymbol{r}-i \Omega t} \chi_{\mu \nu}^{j s}(\boldsymbol{q}, \Omega) B_{\nu}(\boldsymbol{q}, \Omega), \tag{A.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi_{\mu \nu}^{j s}(\boldsymbol{q}, \Omega) \equiv-\frac{1}{V} \sum_{k} \int_{-\infty}^{\infty} \frac{\mathrm{d} \omega}{2 \pi i} \operatorname{tr}\left[\tilde{v}_{\boldsymbol{k}, \mu} g_{\boldsymbol{k}_{+}, \omega_{+}} \sigma_{\nu} g_{\boldsymbol{k}_{-}, \omega_{-}}\right]^{<} \tag{A.19}
\end{equation*}
$$

is current-spin correlation function and and $\tilde{\boldsymbol{v}}_{\boldsymbol{k}} \equiv \boldsymbol{v}+\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{\sigma}$ with $\boldsymbol{v} \equiv \frac{\boldsymbol{k}}{\boldsymbol{m}}$. As is the case in the Edelstein effect, we calculate $\chi_{\mu \nu}^{j s}$ in the long wavelength region $(\boldsymbol{q}=0)$. Using Eqs. (A.7), (A.8), (A.9) and (A.11), the correlation function reduces to

$$
\begin{equation*}
\chi_{\mu \nu}^{j s}=-\frac{n_{\mathrm{e}}}{\tilde{\beta}^{2} \epsilon_{\mathrm{F}}} \sum_{i} \epsilon_{\mu i \nu} \alpha_{\mathrm{R}, i} C(\Omega) \tag{A.20}
\end{equation*}
$$

The results of Eqs. (A.18) and Eq. (A.20) are summarized in Eq. (1.14) with $\gamma_{j B}=i \Omega \gamma_{M E}$.

## A. 3 Microscopic calculation of Rashba-induced direct coupling effect

In this section, we derive Eq. (1.21). We calculate the electric current density induced by a direct coupling between Edelstein and inverse Edelstein effects by use of linear response theory. The Lagrangian we consider is given by

$$
\begin{align*}
L & =L_{0}+L_{A}^{(1)} \\
L_{0} & \equiv \int \mathrm{~d}^{3} r c^{\dagger}\left[i \frac{\partial}{\partial t}+\left(\frac{\boldsymbol{\nabla}^{2}}{2 m}+\epsilon_{\mathrm{F}}\right)-\frac{i}{2} \boldsymbol{\alpha}_{\mathrm{R}} \cdot(\overleftrightarrow{\nabla} \times \boldsymbol{\sigma})\right] c, \\
L_{A}^{(1)} & \equiv \int \mathrm{d}^{3} r \boldsymbol{A} \cdot\left[\frac{i e}{2 m} c^{\dagger} \overleftrightarrow{\nabla} c-\frac{e^{2}}{2 m} \boldsymbol{A} c^{\dagger} c-e c^{\dagger}\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{\sigma}\right) c\right] . \tag{A.21}
\end{align*}
$$

The expectation value of the electric current density in this system is given by

$$
\begin{equation*}
j_{\mu}(\boldsymbol{r}, t)=\frac{i e}{2 m}\left\langle c^{\dagger} \overleftrightarrow{\nabla}_{\mu} c\right\rangle-\frac{e^{2}}{m} A_{\mu}\left\langle c^{\dagger} c\right\rangle-e \sum_{i j} \epsilon_{\mu i j} \alpha_{\mathrm{R}, i}\left\langle c^{\dagger} \sigma_{j} c\right\rangle, \tag{A.22}
\end{equation*}
$$

where $\rangle$ stands for the expectation value for $L$. In the Green's function representation, the electric current density reads

$$
j_{\mu}=\lim _{\substack{r^{\prime} \rightarrow r  \tag{A.23}\\
t^{\prime} \rightarrow t}} \operatorname{tr}\left\{\begin{array}{c}
\frac{e}{2 m}\left[\left(\nabla_{\boldsymbol{r}^{\prime}, \mu}-\nabla_{\boldsymbol{r}, \mu}\right) G^{<}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right)\right]+\frac{i e^{2}}{m} A_{\mu} G^{<}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right) \\
+i e \sum_{i j} \epsilon_{\mu i j} \alpha_{\mathrm{R}, i} \operatorname{tr}\left[\sigma_{k} G^{<}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right)\right]
\end{array}\right\}
$$



Figure A.3: The Feynman diagrams for the electric current density arising from Edelstein and inverse Edelstein effects. Solid lines represent the conducting electrons' Green's function including the Rashba interaction and the wavy lines denote the gauge field, respectively. Diagrams, (a) and (b) correspond to the contributions of $\chi_{\mu \nu}^{j j}$ and $n_{\mathrm{e}}$ on the right-hand side of Eq. (A.26), respectively.
where $G^{<}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right) \equiv i\left\langle c^{\dagger}\left(\boldsymbol{r}^{\prime}, t^{\prime}\right) c(\boldsymbol{r}, t)\right\rangle$ is a lesser component of contour ordered Green's function. We calculate Eq. (A.23) up to the first order of the gauge field. Using the Dyson equation,
$G\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right)=\frac{1}{V} \sum_{\boldsymbol{k}, \omega}\left\{+e \sum_{\nu} \sum_{\boldsymbol{q}, \Omega} e^{i\left(\boldsymbol{k}_{+} \cdot \boldsymbol{r}-\boldsymbol{k}_{-} \cdot \boldsymbol{r}^{\prime}\right)-i\left(\omega_{+} t-\omega-t^{\prime}\right)} A_{\nu}(\boldsymbol{q}, \Omega) g_{\boldsymbol{k}_{+}, \omega_{+}} \tilde{v}_{\boldsymbol{k}, \nu} g_{\boldsymbol{k}_{-}, \omega_{-}}\right\}$,
the electric current density, Eq. (A.23) reduces to (diagrammatically shown in Fig. A. 3 )

$$
\begin{equation*}
j_{\mu}=\sum_{\boldsymbol{q}, \Omega} \sum_{\nu} e^{i \boldsymbol{q} \cdot \boldsymbol{r}-i \Omega t} \sigma_{\mu \nu}(\boldsymbol{q}, \Omega) E_{\nu}(\boldsymbol{q}, \Omega), \tag{A.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{\mu \nu}(\boldsymbol{q}, \Omega) \equiv \frac{i e^{2}}{\Omega}\left[\chi_{\mu \nu}^{j j}(\boldsymbol{q}, \Omega)-\frac{n_{\mathrm{e}}}{m} \delta_{\mu \nu}\right] \tag{A.26}
\end{equation*}
$$

is an electric conductivity tensor. Here current-current correlation function $\chi_{\mu \nu}^{j j}$ and electron density $n_{\mathrm{e}}$ are defined as

$$
\begin{align*}
\chi_{j j}^{\mu \nu}(\boldsymbol{q}, \Omega) & \equiv-\frac{1}{V} \sum_{k} \int_{-\infty}^{\infty} \frac{\mathrm{d} \omega}{2 \pi i} \operatorname{tr}\left[\tilde{v}_{\boldsymbol{k}, \mu} g_{k_{+}, \omega_{+}} \tilde{v}_{\boldsymbol{k}, \nu} g_{k_{-}, \omega_{-}}\right]^{<}  \tag{A.27}\\
n_{\mathrm{e}} & \equiv \frac{1}{V} \sum_{\boldsymbol{k}} \int_{-\infty}^{\infty} \frac{\mathrm{d} \omega}{2 \pi i} \operatorname{tr}\left[g_{\boldsymbol{k}, \omega}\right]^{<} \tag{A.28}
\end{align*}
$$

We estimate the contributions of $\chi_{\mu \nu}^{j j}$ at $\boldsymbol{q}=0$. Using Eqs. (A.9), (A.8), and (A.11), the correlation function reduces to

$$
\begin{equation*}
\chi_{j j}^{\mu \nu}(\boldsymbol{q}=0, \Omega)=\frac{n_{\mathrm{e}}}{m} C(\Omega)\left(\delta_{\mu \nu}-\hat{\alpha}_{\mathrm{R}, \mu} \hat{\alpha}_{\mathrm{R}, \nu}\right) . \tag{A.29}
\end{equation*}
$$

The results of Eqs. (A.26) and Eq. (A.29) are summarized in Eq. (1.21).

## Appendix B

## Calculation of Eq. (A.28) and Eq. (A.13)

First, let us calculate Eq. (A.28). By use of Eq. (A.7). the electron density, $n_{\mathrm{e}}$, read as

$$
\begin{equation*}
n_{\mathrm{e}}=\frac{1}{4} \sum_{\sigma} \frac{1}{6 \pi^{2}} \int_{0}^{\pi} \mathrm{d} \theta \sin \theta k_{\mathrm{F}, \sigma}^{3}(\theta), \tag{B.1}
\end{equation*}
$$

where $k_{\mathrm{F}, \sigma}(\theta) \equiv k_{\mathrm{F}}\left[\sqrt{1+(\tilde{\beta} \sin \theta)^{2}}-\sigma \tilde{\beta} \sin \theta\right], k_{\mathrm{F}}$ is Fermi wave number, $\sigma= \pm$ is the diagonalized spin index, and $\tilde{\beta} \equiv \frac{m \alpha_{\mathrm{R}}}{k_{\mathrm{F}}}$. Carrying out the integration of $\theta$ as

$$
\begin{align*}
\int_{0}^{\pi} \mathrm{d} \theta \sin \theta \sqrt{1+(\tilde{\beta} \sin \theta)} & =1+\frac{1+\tilde{\beta}^{2}}{\tilde{\beta}} \tan ^{-1} \tilde{\beta} \\
\int_{0}^{\pi} \mathrm{d} \theta \sin ^{3} \theta & =\frac{1}{4 \tilde{\beta}^{2}}\left(1+3 \tilde{\beta}^{2}+\left(3 \tilde{\beta}^{2}-1\right) \frac{1+\tilde{\beta}^{2}}{\tilde{\beta}} \tan ^{-1} \tilde{\beta}\right) \tag{B.2}
\end{align*}
$$

we can get the electron density as

$$
\begin{equation*}
n_{\mathrm{e}}=n_{\mathrm{e}}^{(0)}\left(1+2 \Delta_{\tilde{\beta}}\right), \tag{B.3}
\end{equation*}
$$

where $n_{\mathrm{e}}^{(0)} \equiv \frac{k_{\mathrm{F}}^{3}}{6 \pi^{2}}$ and $\Delta_{\tilde{\beta}} \equiv \frac{3}{4 \tilde{\beta}^{2}}\left(1+\frac{1+\tilde{\beta}^{2}}{\mathcal{\beta}^{2}} \tan ^{-1} \tilde{\beta}\right)$.
Next, we calculate Eq. (A.13). Using the following relation,

$$
\begin{equation*}
\frac{1}{2 k \alpha_{\mathrm{R}} \sin \theta \pm(\Omega+i 0)}=\frac{1}{2 k \alpha_{\mathrm{R}} \sin \theta \pm \Omega} \mp i \pi \delta\left(2 k \alpha_{\mathrm{R}} \sin \theta \pm \Omega\right) \tag{B.4}
\end{equation*}
$$

we see that Eq. (A.13) is decomposed into Real part and Imaginary part as shown
below.

$$
\begin{align*}
\operatorname{Re}[C(\Omega)] & =-\frac{\tilde{\beta}^{2} \epsilon_{\mathrm{F}}}{n_{\mathrm{e}}} \frac{1}{2 \pi^{2}} \int_{0}^{\pi} \mathrm{d} \theta \sin \theta \int_{k_{\mathrm{F},-}(\theta)}^{k_{\mathrm{F},+}(\theta)} \mathrm{d} k k^{2}\left[\frac{1}{2 k \alpha_{\mathrm{R}} \sin \theta-\Omega}-\frac{1}{2 k \alpha_{\mathrm{R}} \sin \theta+\Omega}\right]  \tag{B.5}\\
\operatorname{Im}[C(\Omega)] & =-\frac{\tilde{\beta}^{2} \epsilon_{\mathrm{F}}}{n_{\mathrm{e}}} \frac{1}{4 \pi} \int_{0}^{\pi} \mathrm{d} \theta \sin \theta \int_{k_{\mathrm{F},-( }(\theta)}^{k_{\mathrm{F},( }(\theta)} \mathrm{d} k k^{2} \\
& \times\left[\delta\left(2 k \alpha_{\mathrm{R}} \sin \theta-\Omega\right)-\delta\left(2 k \alpha_{\mathrm{R}} \sin \theta+\Omega\right)\right] . \tag{B.6}
\end{align*}
$$

## B. 1 Calculation of $\operatorname{Re}[C(\Omega)]$

Carrying out the $\boldsymbol{k}$-integral, Eq. (B.5) is expressed as

$$
\begin{equation*}
\operatorname{Re}[C]=-\frac{\tilde{\beta}^{2} \epsilon_{\mathrm{F}} k_{\mathrm{F}}^{2}}{2 \pi^{2} \alpha_{\mathrm{R}} n_{\mathrm{e}}}\left[\tilde{\beta} I_{1}+\nu^{2} I_{2}\right] \tag{B.7}
\end{equation*}
$$

where $\nu \equiv \frac{\Omega}{2 \alpha_{\mathrm{R}} k_{\mathrm{F}}}$,

$$
\begin{align*}
& I_{1} \equiv \int_{0}^{\pi} \mathrm{d} \theta \sin \theta \sqrt{1+(\tilde{\beta} \sin \theta)}  \tag{B.8}\\
& I_{2} \equiv \frac{1}{4} \sum_{\sigma} \sigma \int_{0}^{\pi} \mathrm{d} \theta \frac{1}{\sin ^{2} \theta} \ln \left[\left(k_{\mathrm{F}, \sigma}(\theta) \sin \theta\right)^{2}-\nu^{2}\right] \tag{B.9}
\end{align*}
$$

Using Eq. (B.2), Eq. (B.8) reads

$$
\begin{equation*}
I_{1}=\frac{4}{3 \tilde{\beta}^{2}} \Delta_{\tilde{\beta}} \tag{B.10}
\end{equation*}
$$

Carrying out the integration of $\theta$ by use of the partial integration after change of variable as $x \equiv \tilde{\beta} \sin \theta$, Eq. (B.9) reads

$$
\begin{equation*}
I_{2}=\frac{\tilde{\beta}}{2} \sum_{\sigma} \sigma \int_{0}^{\tilde{\beta}} \mathrm{d} x \sqrt{\frac{\tilde{\beta}^{2}-x^{2}}{1+x^{2}}} \frac{k_{\mathrm{F}, \sigma}^{3}(x)}{\left(k_{\mathrm{F}, \sigma}(x) x\right)^{2}-\tilde{\omega}^{2}}, \tag{B.11}
\end{equation*}
$$

where $\tilde{\omega} \equiv \tilde{\beta} \nu$. Performing the summation of $\sigma$, we can get $I_{2}$ as

$$
\begin{equation*}
I_{2}=\frac{\tilde{\beta}}{2 \tilde{\omega}} \sum_{\eta}(\eta-\tilde{\omega}) \int_{0}^{\tilde{\beta}} \mathrm{d} x \sqrt{\frac{\tilde{\beta}^{2}-x^{2}}{1+x^{2}}} \frac{x}{x^{2}-A_{\eta}} \tag{B.12}
\end{equation*}
$$

with $A_{\eta} \equiv \frac{\tilde{\omega}}{1-2 \eta \tilde{\omega}}$, where $\eta= \pm 1$. Here we used the following relation,

$$
\begin{equation*}
\sum_{\sigma} \sigma \frac{k_{\mathrm{F}, \sigma}^{3}(x)}{\left(k_{\mathrm{F}, \sigma}(x) x\right)^{2}-\tilde{\omega}^{2}}=\frac{x}{\tilde{\omega}} \sum_{\eta} \frac{\eta-\tilde{\omega}}{x^{2}-A_{\eta}} \tag{B.13}
\end{equation*}
$$

Changing a variable to $y=\sqrt{\frac{\tilde{\beta}^{2}-x}{1+x}}$ after change of variable as $x^{2}=x$, Eq.(B.12) reads

$$
\begin{equation*}
I_{2}=-\frac{\tilde{\beta}}{2 \tilde{\omega}} \sum_{\eta}(\eta-\tilde{\omega}) \int_{0}^{\tilde{\beta}} \mathrm{d} y\left[\frac{Q_{\eta}}{y^{2}+Q_{\eta}}-\frac{1}{1+y^{2}}\right] \tag{B.14}
\end{equation*}
$$

with $Q_{\eta} \equiv \frac{A_{\eta}-\tilde{\beta}^{2}}{1+A_{\eta}}$. Carrying out the integration of $y$ as

$$
\begin{equation*}
\int_{0}^{\tilde{\beta}} \mathrm{d} y\left[\frac{Q_{\eta}}{y^{2}+Q_{\eta}}-\frac{1}{1+y^{2}}\right]=-\tan ^{-1} \tilde{\beta}+\sqrt{Q_{\eta}} \tan ^{-1} \frac{\tilde{\beta}}{\sqrt{Q_{\eta}}} \tag{B.15}
\end{equation*}
$$

Eq. (B.14) becomes

$$
\begin{equation*}
I_{2}=-\frac{\tilde{\beta}}{2}\left[\frac{1}{\tilde{\omega}} \sum_{\eta}(\eta-\tilde{\omega}) \sqrt{Q_{\eta}} \tan ^{-1} \frac{\tilde{\beta}}{\sqrt{Q_{\eta}}}+2 \tan ^{-1} \tilde{\beta} .\right] . \tag{B.16}
\end{equation*}
$$

From the results, Eqs (B.10) and (B.16), we thus obtain $\operatorname{Re}[C]$ as

$$
\begin{equation*}
\operatorname{Re}[C]=\frac{3}{4} \frac{1}{1+2 \Delta_{\tilde{\beta}}}\left[\tilde{\omega} \sum_{\eta}(\eta-\tilde{\omega}) \sqrt{Q_{\eta}} \tan ^{-1} \frac{\tilde{\beta}}{\sqrt{Q_{\eta}}}+2 \tilde{\omega}^{2} \tan ^{-1} \tilde{\beta}\right]-2 \frac{\Delta_{\tilde{\beta}}}{1+2 \Delta_{\tilde{\beta}}} . \tag{B.17}
\end{equation*}
$$

## B. 2 Calculation of $\operatorname{Im}[C(\Omega)]$

Carrying out the $\boldsymbol{k}$-integral, Eq. (B.6) is expressed as

$$
\begin{equation*}
\operatorname{Im}[C]=\frac{\tilde{\beta}^{4} \epsilon_{\mathrm{F}} k_{\mathrm{F}}^{2}}{8 \pi \alpha_{\mathrm{R}} n_{\mathrm{e}}} \int_{0}^{\tilde{\beta}} \mathrm{d} x \frac{1}{\sqrt{\tilde{\beta}^{2}-x^{2}}} \Theta\left(\sqrt{1+x^{2}}-x<\frac{x}{|\tilde{\omega}|}<\sqrt{1+x^{2}}+x\right) \tag{B.18}
\end{equation*}
$$

where $\Theta(x)$ is a step function. Integrating out a variable $x$ in response to case analysis of $\Theta$, we see that $\operatorname{Im}[C]$ reads

$$
\operatorname{Im}[C]=-\frac{3 \pi}{8} \frac{\tilde{\beta}}{1+2 \Delta_{\tilde{\beta}}} \tilde{\omega}\left\{\begin{array}{cc}
S_{+}-S_{-} & \tilde{\omega}<\tilde{\omega}_{-}  \tag{B.19}\\
-S_{-} & \tilde{\omega}_{-}<\tilde{\omega}<\tilde{\omega}_{+} \\
0 & \tilde{\omega}_{+}<\tilde{\omega}
\end{array}\right\}
$$

where $\tilde{\omega}_{ \pm} \equiv \tilde{\beta}\left(\sqrt{1+\tilde{\beta}^{2}} \pm \tilde{\beta}\right), S_{\lambda} \equiv \sqrt{\tilde{\beta}^{2}-2 \lambda \tilde{\beta}^{2}|\tilde{\omega}|-|\tilde{\omega}|^{2}}$, and $\lambda= \pm 1$.

## Appendix C

## Derivation of Rashba-induced spin gauge field

## C. 1 Pumped current induced by magnetization texture

Here, we calculate the pumped electric current induced by nonuniform magnetization texture. For simplicity, we set $\hbar=1$. The system we consider is a ferromagnetic metal with broken spatial-inversion symmetry, where conduction electrons, represented by two-component annihilation and creation operators, $c(\boldsymbol{r}, t)$ and $c^{\dagger}(\boldsymbol{r}, t)$, interact with magnetization texture, described by the vector field $\boldsymbol{n}(\boldsymbol{r}, t)$, via the $s d$ exchange interaction. The Hamiltonian thus reads

$$
\begin{align*}
H & =H_{0}+H_{s d}+H_{\mathrm{R}},  \tag{C.1}\\
H_{0} & =\int \mathrm{d}^{3} r\left(\frac{1}{2 m}|\boldsymbol{\nabla} c|^{2}-\mu c^{\dagger} c\right),  \tag{C.2}\\
H_{s d} & =-\Delta_{s d} \int \mathrm{~d}^{3} r \boldsymbol{n} \cdot\left(c^{\dagger} \boldsymbol{\sigma} c\right),  \tag{C.3}\\
H_{\mathrm{R}} & =\frac{i}{2} \int \mathrm{~d}^{3} r \boldsymbol{\alpha}_{\mathrm{R}} \cdot c^{\dagger}(\overleftrightarrow{\nabla} \times \boldsymbol{\sigma}) c, \tag{C.4}
\end{align*}
$$

where The term $H_{s d}$ is the exchange interaction between the magnetization and conduction-electron spin and $\Delta_{s d}$ is its strength. The term $H_{\mathrm{R}}$ is Rashba spinorbit interaction. $\boldsymbol{\alpha}_{\mathrm{R}}$ is the Rashba field representing the strength and direction of the Rashba spin-orbit interaction. The Lagrangian of the system is

$$
\begin{equation*}
L \equiv i \int \mathrm{~d}^{3} r c^{\dagger} \partial_{t} c-H, \tag{C.5}
\end{equation*}
$$

where $\partial_{t} \equiv \frac{\partial}{\partial t}$. The expectation value of the electric current density in this system is given by

$$
\begin{equation*}
j_{\mu}(\boldsymbol{r}, t)=\frac{i e}{2 m}\left\langle c^{\dagger} \overleftrightarrow{\nabla}_{\mu} c\right\rangle-e \sum_{j k} \epsilon_{\mu j k} \alpha_{\mathrm{R}, j}\left\langle c^{\dagger} \sigma_{k} c\right\rangle \tag{C.6}
\end{equation*}
$$

where $\rangle$ stands for the expectation value for $L$. We are interested in the case where the $s d$ exchange interaction is large and thus the conduction electron spin is aligned parallel to the magnetization direction $\boldsymbol{n}$, i.e., the adiabatic limit. To describe this limit, the use of the spin gauge field, which characterizes the deviation from the adiabatic limit, is convenient [2]. The spin gauge field is introduced by diagonalizing the $s d$ interaction using a unitary transformation, $c(\boldsymbol{r}, t)=U(\boldsymbol{r}, t) a(\boldsymbol{r}, t)$, where $U(\boldsymbol{r}, t)$ is a $2 \times 2$ unitary matrix and $a$ is a new electron field operator. A convenient choice of $U(\boldsymbol{r}, t)$ is $U(\boldsymbol{r}, t)=\boldsymbol{m}(\boldsymbol{r}, t) \cdot \boldsymbol{\sigma}$ with $\boldsymbol{m}(\boldsymbol{r}, t)=\left(\sin \frac{\theta}{2} \cos \phi, \sin \frac{\theta}{2} \sin \phi, \cos \frac{\theta}{2}\right)$, where $\theta$ and $\phi$ are the polar angles of $\boldsymbol{n}$. It is easy to confirm that $U^{\dagger}(\boldsymbol{n} \cdot \boldsymbol{\sigma}) U=\sigma_{z}$ is satisfied. Because of this local unitary transformation, derivatives of the electron field become covariant derivatives $\partial_{\mu} c=U\left(\partial_{\mu}+i e A_{\mathrm{s}, \mu}\right) a$, where $A_{\mathrm{s}, \mu} \equiv-\frac{i}{e} U^{-1} \partial_{\mu} U$ is the gauge field. Since $U$ is a $2 \times 2$ matrix, the gauge field $A_{\mathrm{s}, \mu}$ is written using Pauli matrices as $A_{\mathrm{s}, \mu}=\sum_{\alpha} A_{\mathrm{s}, \mu}^{\alpha} \sigma_{\alpha}(\mu=x, y, z, \tau$ is a suffix for space and time and $\alpha=x, y, z$ is for spin). It is thus an $\operatorname{SU}(2)$ gauge field, which we call the spin gauge field. The Lagrangian in the rotated space is thus given by

$$
\begin{align*}
L & \equiv L_{0}+L_{A_{\mathrm{s}}}^{(1)},  \tag{C.7}\\
L_{0} & \equiv \int \mathrm{~d}^{3} r a^{\dagger}\left(i \partial_{t}+\frac{1}{2 m} \nabla^{2}+\mu+\Delta_{s d} \sigma_{z}\right) a,  \tag{C.8}\\
L_{A_{\mathrm{s}}}^{(1)} & \equiv \int \mathrm{d}^{3} r\left[-e a^{\dagger} A_{\mathrm{s}, t} a-\sum_{i, \alpha} A_{\mathrm{s}, i}^{\alpha} j_{\mathrm{s}, i}^{\alpha} .-\frac{e^{2}}{2 m} \sum_{i, \alpha}\left(A_{\mathrm{s}, i}^{\alpha}\right)^{2} a^{\dagger} a\right. \\
& \left.+\frac{1}{2} \sum_{i j k n} \epsilon_{i j k} \alpha_{\mathrm{R}, i} R_{k n}\left(-\frac{2 m}{e} j_{\mathrm{s}, j}^{n}-2 e A_{\mathrm{s}, j}^{n} a^{\dagger} a\right)\right], \tag{C.9}
\end{align*}
$$

where $j_{\mathrm{s}, i}^{\alpha} \equiv-i e \frac{1}{2 m} a^{\dagger} \overleftrightarrow{\nabla_{i}} \sigma^{\alpha} a$ is the spin current, $\epsilon_{i j k}$ is a totally antisymmetric tensor, and $R_{k n} \equiv 2 m_{k} m_{n}-\delta_{k n}$ is a $3 \times 3$ rotation matrix elements. The electron field $a$ is strongly spin-polarized owing to the $s d$ exchange interaction (the last term of $L_{0}$ ). In the rotated frame, Eq. (C.6) reads

$$
\begin{equation*}
j_{\mu}(\boldsymbol{r}, t)=\frac{i e}{2 m}\left\langle a^{\dagger} \widehat{\nabla}_{\mu} a\right\rangle-\frac{e}{m} \sum_{\ell} A_{\mathrm{s}, \mu}^{\ell}\left\langle a^{\dagger} \sigma_{\ell} a\right\rangle-e \sum_{j k \ell} \epsilon_{\mu j k \ell} \alpha_{\mathrm{R}, j} R_{k \ell}\left\langle a^{\dagger} \sigma_{\ell} a\right\rangle . \tag{C.10}
\end{equation*}
$$

In the Green's function representation, the electric current density in the rotated frame becomes

$$
j_{\mu}=\lim _{\substack{r^{\prime} \rightarrow \boldsymbol{c}  \tag{C.11}\\
t^{\prime} \rightarrow t}} \operatorname{tr}\left\{\begin{array}{c}
\frac{e}{2 m}\left[\left(\nabla_{\boldsymbol{r}^{\prime}, \mu}-\nabla_{\boldsymbol{r}, \mu}\right) G^{<}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right)\right]+\frac{i e^{2}}{m} \sum_{\ell} A_{\mathrm{s}, \mu}^{\ell}\left[\sigma_{\ell} G^{<}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right)\right] \\
+i e \sum_{j k \ell} \epsilon_{\mu j k} \alpha_{\mathrm{R}, j} R_{k \ell}\left[\sigma_{\ell} G^{<}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right)\right]
\end{array}\right\}
$$

where $G^{<}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right) \equiv i\left\langle a^{\dagger}\left(\boldsymbol{r}^{\prime}, t^{\prime}\right) a(\boldsymbol{r}, t)\right\rangle$ is a lesser component of contour ordered Green's function. We calculate the above expression up to the first order in the Rashba field $\boldsymbol{\alpha}_{\mathrm{R}}$ based on linear response theory [101]. In the calculation, we use
the following Dyson equation,

$$
\begin{align*}
G\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right) & =\frac{1}{V} \sum_{\boldsymbol{k}, \omega} e^{i \boldsymbol{k} \cdot\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)-i \omega\left(t-t^{\prime}\right)} g_{\boldsymbol{k}, \omega} \\
& +\frac{1}{m V} \sum_{\boldsymbol{k}, \omega} \sum_{\boldsymbol{q}, \Omega} \sum_{j \mu} e^{i \boldsymbol{k} \cdot \boldsymbol{r}-i \omega t-i(\boldsymbol{k}+\boldsymbol{q}) \cdot \boldsymbol{r}^{\prime}+i(\omega+\Omega) t^{\prime}} \\
& \times A_{\mathrm{s}, \mu}^{j}(\boldsymbol{q}, \Omega)\left(\boldsymbol{k}+\frac{\boldsymbol{q}}{2}\right)_{\mu} g_{\boldsymbol{k}, \omega} \sigma_{j} g_{\boldsymbol{k}+\boldsymbol{q}, \omega+\Omega} \\
& +\frac{1}{V} \sum_{\boldsymbol{k}, \omega} \sum_{\boldsymbol{p}, \bar{\Omega}} \sum_{\ell m n o} e^{i \boldsymbol{k} \cdot \boldsymbol{r}-i \omega t-i(\boldsymbol{k}+\boldsymbol{p}) \cdot \boldsymbol{r}^{\prime}+i(\omega+\bar{\Omega}) t^{\prime}} \\
& \times \epsilon_{\ell m n} \alpha_{\mathrm{R}, \ell} R_{n o}(\boldsymbol{p}, \bar{\Omega})\left(\boldsymbol{k}+\frac{\boldsymbol{p}}{2}\right)_{m} g_{\boldsymbol{k}, \omega} \sigma_{o} g_{\boldsymbol{k}+\boldsymbol{p}, \omega+\bar{\Omega}} \\
& +\frac{1}{V} \sum_{\boldsymbol{k}, \omega} \sum_{\boldsymbol{p}, \boldsymbol{q}} \sum_{\bar{\Omega}, \Omega} \sum_{\ell m n o} e^{i \boldsymbol{k} \cdot \boldsymbol{r}-i \omega t-i(\boldsymbol{k}+\boldsymbol{p}+\boldsymbol{q}) \cdot \boldsymbol{r}^{\prime}+i(\omega+\bar{\Omega}+\Omega) t^{\prime}} \\
& \times \epsilon_{\ell m n} \alpha_{\mathrm{R}, \ell} R_{n o}(\boldsymbol{p}, \bar{\Omega}) A_{\mathrm{s}, m}^{o}(\boldsymbol{q}, \Omega) g_{\boldsymbol{k}, \omega} g_{\boldsymbol{k}+\boldsymbol{p}+\boldsymbol{q}, \omega+\bar{\Omega}+\Omega} \\
& +\frac{1}{m V} \sum_{\boldsymbol{k}, \omega} \sum_{\boldsymbol{p}, \boldsymbol{q}} \sum_{\bar{\Omega}, \Omega} \sum_{\mu j \ell m n o} e^{i \boldsymbol{k} \cdot \boldsymbol{r}-i \omega t-i(\boldsymbol{k}+\boldsymbol{p}+\boldsymbol{q}) \cdot \boldsymbol{r}^{\prime}+i(\omega+\bar{\Omega}+\Omega) t^{\prime}} \\
& \times \epsilon_{\ell m n} \alpha_{\mathrm{R}, \ell} A_{\mathrm{s}, \mu}^{j}(\boldsymbol{q}, \Omega) R_{n o}(\boldsymbol{p}, \bar{\Omega}) \\
& \times\left[\begin{array}{l}
\left(\boldsymbol{k}+\frac{\boldsymbol{q}}{2}\right)_{\mu}\left(\boldsymbol{k}+\boldsymbol{q}+\frac{\boldsymbol{p}}{2}\right)_{m} g_{\boldsymbol{k}, \omega} \sigma_{j} g_{\boldsymbol{k}+\boldsymbol{q}, \omega+\Omega} \sigma_{o} g_{\boldsymbol{k}+\boldsymbol{q}+\boldsymbol{p}, \omega+\Omega+\bar{\Omega}} \\
+\left(\boldsymbol{k}+\frac{\boldsymbol{p}}{2}\right)_{m}\left(\boldsymbol{k}+\boldsymbol{p}+\frac{\boldsymbol{q}}{2}\right)_{\mu} g_{\boldsymbol{k}, \omega} \sigma_{o} g_{\boldsymbol{k}+\boldsymbol{p}, \omega+\bar{\Omega}} \sigma_{j} g_{\boldsymbol{k}+\boldsymbol{q}+\boldsymbol{p}, \omega+\Omega+\bar{\Omega}}
\end{array}\right] \tag{C.12}
\end{align*}
$$

where $\boldsymbol{p}$ and $\boldsymbol{q}$ are the wave vector carried by the magnetization texture, $\Omega$ and $\bar{\Omega}$ are the angular frequency carried by the magnetization texture, $g_{k, \omega}$ is $2 \times 2$ free Green's function including the $s d$-exchange interaction with a finite electron-elastic-scattering lifetime, whose lesser component is given by $g_{\boldsymbol{k}, \omega}^{<}=f(\omega)\left(g_{\boldsymbol{k}, \omega}^{\mathrm{a}}-\right.$ $\left.g_{\boldsymbol{k}, \omega}^{\mathrm{r}}\right)$ with $f(\omega) \equiv\left(e^{\beta \omega}+1\right)^{-1}$. Here, $g_{\boldsymbol{k}, \omega}^{\mathrm{r}} \equiv\left(\omega-\epsilon_{\boldsymbol{k}}+\frac{i}{2 \tau_{\mathrm{e}}}\right)^{-1}$ and $g_{\boldsymbol{k}, \omega}^{\mathrm{a}}=\left(g_{\boldsymbol{k}, \omega}^{\mathrm{r}}\right)^{\dagger}$ are the retarded and advanced Green's functions, respectively, $\epsilon_{\boldsymbol{k}}=\frac{k^{2}}{2 m}-\epsilon_{\mathrm{F}}-\Delta_{s d} \sigma_{z}$ is the electron energy in the matrix representation, $\tau_{\mathrm{e}}$ is the electron elastic scattering lifetime.

Using the Dyson equation, the result up to the first order in the Rashba field is given by (diagrammatically shown in Fig. 1.5)

$$
\begin{equation*}
\boldsymbol{j}_{\mathrm{pump}}=\boldsymbol{j}^{(\mathrm{A})}+\boldsymbol{j}^{(\mathrm{B})}+\boldsymbol{j}^{(\mathrm{C})} \tag{C.13}
\end{equation*}
$$

with

$$
\begin{align*}
& j_{\mu}^{(\mathrm{A})}=-\frac{i e}{m V} \sum_{\boldsymbol{k}, \omega} \sum_{\boldsymbol{p}, \bar{\Omega}} \sum_{\ell m n o} e^{-i \boldsymbol{p} \cdot \boldsymbol{r}+i \bar{\Omega} t} \epsilon_{\ell m n} \alpha_{\mathrm{R}, \ell} R_{n o}(\boldsymbol{p}, \bar{\Omega}) \\
& \times \operatorname{tr}\left[k_{\mu} k_{m} g_{\boldsymbol{k}-\frac{p}{2}, \omega-\frac{\bar{\Omega}}{2}} \sigma_{o} g_{\boldsymbol{k}+\frac{p}{2}, \omega+\frac{\bar{\Omega}}{2}}+m \delta_{\mu m} \sigma_{o} g_{\boldsymbol{k}, \omega}\right]^{<},  \tag{C.14}\\
& j_{\mu}^{(\mathrm{B})}=-\frac{i e}{m V} \sum_{\boldsymbol{k}, \omega} \sum_{\boldsymbol{p}, \boldsymbol{q}} \sum_{\bar{\Omega}, \Omega} \sum_{\nu j \ell m n o} e^{-i(\boldsymbol{p}+\boldsymbol{q}) \cdot \boldsymbol{r}+i(\bar{\Omega}+\Omega) t} \epsilon_{\ell m n} \alpha_{\mathrm{R}, \ell} R_{n o}(\boldsymbol{p}, \bar{\Omega}) A_{\mathrm{s}, \nu}^{j}(\boldsymbol{q}, \Omega) \\
& \times \operatorname{tr}\left[\frac{k_{\mu}}{m}\left(\boldsymbol{k}+\frac{\boldsymbol{q}}{2}\right)_{m}\left(\boldsymbol{k}-\frac{\boldsymbol{p}}{2}\right)_{\nu}\right. \\
& \times g_{\boldsymbol{k}-\frac{q}{2}-\frac{p}{2}, \omega-\frac{\Omega}{2}-\frac{\bar{\Omega}}{2}} \sigma_{j} g_{\boldsymbol{k}+\frac{q}{2}-\frac{p}{2}, \omega+\frac{\Omega}{2}-\frac{\bar{\Omega}}{2}} \sigma_{o} g_{\boldsymbol{k}+\frac{q}{2}+\frac{p}{2}, \omega+\frac{\Omega}{2}+\frac{\bar{\Omega}}{2}} \\
& +\frac{k_{\mu}}{m}\left(\boldsymbol{k}-\frac{\boldsymbol{q}}{2}\right)_{m}\left(\boldsymbol{k}+\frac{\boldsymbol{p}}{2}\right)_{\nu} \\
& \times g_{\boldsymbol{k}-\frac{q}{2}-\frac{p}{2}, \omega-\frac{\Omega}{2}-\frac{\bar{\Omega}}{2}} \sigma_{o} g_{\boldsymbol{k}-\frac{q}{2}+\frac{p}{2}, \omega-\frac{\Omega}{2}+\frac{\bar{\Omega}}{2}} \sigma_{j} g_{\boldsymbol{k}+\frac{q}{2}+\frac{p}{2}, \omega+\frac{\Omega}{2}+\frac{\bar{\Omega}}{2}} \\
& \left.+\delta_{\mu m} k_{\nu} \sigma_{o} g_{\boldsymbol{k}-\frac{q}{2}, \omega-\frac{\Omega}{2}} \sigma_{j} g_{\boldsymbol{k}+\frac{q}{2}, \omega+\frac{\Omega}{2}}+\delta_{\mu \nu} k_{m} \sigma_{j} g_{\boldsymbol{k}-\frac{p}{2}, \omega-\frac{\bar{\Omega}}{2}} \sigma_{o} g_{\boldsymbol{k}+\frac{p}{2}, \omega+\frac{\bar{\Omega}}{2}}\right]^{<} \text {, }  \tag{C.15}\\
& j_{\mu}^{(\mathrm{C})}=-\frac{i e}{m V} \sum_{\boldsymbol{k}, \omega} \sum_{\boldsymbol{p}, \boldsymbol{q}} \sum_{\bar{\Omega}, \Omega} \sum_{\ell m n o} e^{-i(\boldsymbol{p}+\boldsymbol{q}) \cdot \boldsymbol{r}+i(\bar{\Omega}+\Omega) t} \epsilon_{\ell m n} \alpha_{\mathrm{R}, \ell} R_{n o}(\boldsymbol{p}, \bar{\Omega}) A_{\mathrm{s}, m}^{o}(\boldsymbol{q}, \Omega) \\
& \times k_{\mu} \operatorname{tr}\left[g_{\boldsymbol{k}-\frac{q}{2}-\frac{p}{2}, \omega-\frac{\Omega}{2}-\frac{\bar{\Omega}}{2}} g_{\boldsymbol{k}+\frac{q}{2}+\frac{p}{2}, \omega+\frac{\Omega}{2}+\frac{\bar{\Omega}}{2}}\right]^{<} . \tag{C.16}
\end{align*}
$$

First, we calculate Eq. (C.14). Performing trace over the spin after use of the Langreth's methods $[100,102], \boldsymbol{j}^{(\mathrm{A})}$ becomes

$$
\begin{equation*}
j_{\mu}^{(\mathrm{A})}=-\sum_{\boldsymbol{p}, \bar{\Omega}} \sum_{m} e^{-i \boldsymbol{p} \cdot \boldsymbol{r}+i \bar{\Omega} t} a_{\mu m}(\boldsymbol{p}, \bar{\Omega})\left[\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{n}(\boldsymbol{p}, \bar{\Omega})\right]_{m} \tag{C.17}
\end{equation*}
$$

with

$$
\begin{align*}
a_{\mu m} & =-\frac{i e}{m V} \sum_{\boldsymbol{k}, \omega} \sum_{\sigma} \sigma\left\{\left[f\left(\omega+\frac{\bar{\Omega}}{2}\right)-f\left(\omega-\frac{\bar{\Omega}}{2}\right)\right] k_{\mu} k_{m} g_{\boldsymbol{k}-\frac{p}{2}, \omega-\frac{\bar{\Omega}}{2}, \sigma}^{\mathrm{r}} g_{\boldsymbol{k}+\frac{p}{2}, \omega+\frac{\bar{\Omega}}{2}, \sigma}^{\mathrm{a}}\right. \\
& +f\left(\omega-\frac{\bar{\Omega}}{2}\right) k_{\mu} k_{m} g_{\boldsymbol{k}-\frac{p}{2}, \omega-\frac{\bar{\Omega}}{2}, \sigma}^{\mathrm{a}} g_{\boldsymbol{k}+\frac{p}{2}, \omega+\frac{\bar{\Omega}}{2}, \sigma}^{\mathrm{a}}+f\left(\omega+\frac{\bar{\Omega}}{2}\right) k_{\mu} k_{m} g_{\boldsymbol{k}-\frac{p}{2}, \omega-\frac{\bar{n}}{2}, \sigma}^{\mathrm{r}} g_{\boldsymbol{k}+\frac{p}{2}, \omega+\frac{\bar{\Omega}}{2}, \sigma}^{\mathrm{r}} \\
& \left.+m \delta_{\mu m} f(\omega)\left(g_{\boldsymbol{k}, \omega, \sigma}^{\mathrm{a}}-g_{\boldsymbol{k}, \omega, \sigma}^{\mathrm{r}}\right)\right\}, \tag{C.18}
\end{align*}
$$

where we use the fact that $R_{k z}=n_{k}, \sigma= \pm$ is the diagonalized spin index, $g_{\boldsymbol{k}, \omega, \sigma}^{\mathrm{r}} \equiv\left(\omega-\epsilon_{\boldsymbol{k}, \sigma}+\frac{i}{2 \tau_{\mathrm{e}}}\right)^{-1}, g_{\boldsymbol{k}, \omega, \sigma}^{\mathrm{a}}=\left(g_{\boldsymbol{k}, \omega, \sigma}^{\mathrm{r}}\right)^{*}$, and $\epsilon_{\boldsymbol{k}, \sigma}=\frac{k^{2}}{2 m}-\epsilon_{\mathrm{F}}-\sigma \Delta_{s d}$. We expand $a_{\mu m}$ with respect to the external wave vector $\boldsymbol{p}$ and frequency $\bar{\Omega}$. Carrying out the integration by parts with respect to $\boldsymbol{k}$ and $\omega$, the result up to the first order in $\bar{\Omega}$ and the second order in $\boldsymbol{p}$ is

$$
\begin{equation*}
a_{\mu m}=i \bar{\Omega} \delta_{\mu m} a_{1}+\left(\boldsymbol{p}^{2}-p_{\mu} p_{m}\right) a_{2}, \tag{C.19}
\end{equation*}
$$

where we use the fact that $f^{\prime}(\omega) \equiv \frac{\partial f(\omega)}{\partial \omega}=-\delta(\omega)$ and a rotational symmetry in $k$-space, i.e., $k_{\mu} k_{\nu}=\frac{k^{2}}{3} \delta_{\mu \nu}$, and $a_{1}$ and $a_{2}$ are defined as

$$
\begin{align*}
& a_{1} \equiv \frac{e}{6 m} \sum_{k} \sum_{\sigma} \sigma \boldsymbol{k}^{2}\left(g_{\boldsymbol{k}, \sigma}^{\mathrm{a}}-g_{\boldsymbol{k}, \sigma}^{\mathrm{r}}\right)^{2},  \tag{C.20}\\
& a_{2} \equiv-\frac{i e}{12 m} \sum_{\boldsymbol{k}} \sum_{\sigma} \sigma\left(g_{\boldsymbol{k}, \sigma}^{\mathrm{a}}-g_{\boldsymbol{k}, \sigma}^{\mathrm{r}}\right) . \tag{C.21}
\end{align*}
$$

We thus obtain $\boldsymbol{j}^{(\mathrm{A})}$ as

$$
\begin{equation*}
\boldsymbol{j}^{(\mathrm{A})}=-a_{1} \frac{\partial}{\partial t}\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{n}\right)+a_{2} \boldsymbol{\nabla} \times\left[\boldsymbol{\nabla} \times\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{n}\right)\right] . \tag{C.22}
\end{equation*}
$$

Next, we calculate $\boldsymbol{j}^{(\mathrm{B})}$ in the same manner as $\boldsymbol{j}^{(\mathrm{A})}$. Expanding Eq. (C.15) with respect to $\boldsymbol{p}$ and $\boldsymbol{q}$, the result up to the first order in $\boldsymbol{p}$ and $\boldsymbol{q}$ is given by

$$
\begin{align*}
j_{\mu}^{(\mathrm{B})}= & -\frac{i e}{3 m V} \sum_{\boldsymbol{k}, \omega} \sum_{\boldsymbol{p}, \boldsymbol{q}} \sum_{\bar{\Omega}, \Omega} \sum_{\nu j \ell m n o} e^{-i(\boldsymbol{p}+\boldsymbol{q}) \cdot \boldsymbol{r}+i(\bar{\Omega}+\Omega) \boldsymbol{t}} \epsilon_{\ell m n} \alpha_{\mathrm{R}, \ell} R_{n o}(\boldsymbol{p}, \bar{\Omega}) A_{\mathrm{s}, \nu}^{j}(\boldsymbol{q}, \Omega) \\
& \times \frac{\boldsymbol{k}^{2}}{2 m}\left[(\boldsymbol{q}+\boldsymbol{p})_{m} \delta_{\mu \nu}-(\boldsymbol{q}+\boldsymbol{p})_{\nu} \delta_{\mu m}\right] \operatorname{tr}\left[\sigma_{j} g_{\boldsymbol{k}, \omega} \sigma_{o}\left(g_{\boldsymbol{k}, \omega}\right)^{2}-\sigma_{o} g_{\boldsymbol{k}, \omega} \sigma_{j}\left(g_{\boldsymbol{k}, \omega}\right)^{2}\right]^{<} . \tag{C.23}
\end{align*}
$$

Using the spin trace formula

$$
\begin{equation*}
\operatorname{tr}\left[\sigma_{j} g_{\boldsymbol{k}, \omega} \sigma_{o}\left(g_{\boldsymbol{k}, \omega}\right)^{2}-\sigma_{o} g_{\boldsymbol{k}, \omega} \sigma_{j}\left(g_{\boldsymbol{k}, \omega}\right)^{2}\right]=2 i \epsilon_{j o z} \sum_{\sigma} g_{\boldsymbol{k}, \omega,-\sigma}\left(g_{\boldsymbol{k}, \omega, \sigma}\right)^{2} \tag{C.24}
\end{equation*}
$$

where $g_{k, \omega, \sigma}$ is Green's function diagonalized in spin space, Eq. (C.23) reduces to

$$
\begin{align*}
j_{\mu}^{(\mathrm{B})}= & a_{3} \sum_{\boldsymbol{k}, \omega} \sum_{\boldsymbol{p}, \boldsymbol{q}} \sum_{\bar{\Omega}, \Omega} \sum_{\nu j \ell m n o} e^{-i(\boldsymbol{p}+\boldsymbol{q}) \cdot \boldsymbol{r}+i(\bar{\Omega}+\Omega) t} 2 i \epsilon_{\ell m n} \epsilon_{j o z} \alpha_{\mathrm{R}, \ell} R_{n o}(\boldsymbol{p}, \bar{\Omega}) A_{\mathrm{s}, \nu}^{j}(\boldsymbol{q}, \Omega) \\
& \times\left[(\boldsymbol{q}+\boldsymbol{p})_{m} \delta_{\mu \nu}-(\boldsymbol{q}+\boldsymbol{p})_{\nu} \delta_{\mu m}\right], \tag{C.25}
\end{align*}
$$

where

$$
\begin{equation*}
a_{3} \equiv \frac{i e}{6 m} \sum_{k} \sum_{\sigma} \sigma\left(\frac{\boldsymbol{k}^{2}}{2 m}\right)^{2}\left[g_{\boldsymbol{k},-\sigma}^{\mathrm{a}}\left(g_{\boldsymbol{k}, \omega, \sigma}^{\mathrm{a}}\right)^{2}-g_{\boldsymbol{k},-\sigma}^{\mathrm{r}}\left(g_{\boldsymbol{k}, \omega, \sigma}^{\mathrm{r}}\right)^{2}\right] . \tag{C.26}
\end{equation*}
$$

By use of the following equation,

$$
\begin{align*}
{\left[\boldsymbol{\nabla} \times\left[\boldsymbol{\nabla} \times\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{n}\right)\right]\right]_{\mu}=} & 2 i \sum_{\boldsymbol{p}, \boldsymbol{q}} \sum_{\bar{\Omega}, \Omega} \sum_{\nu j \ell m n o} e^{-i(\boldsymbol{p}+\boldsymbol{q}) \cdot \boldsymbol{r}+i(\bar{\Omega}+\Omega) t} \epsilon_{\ell \not \ell_{n n}} \epsilon_{j o z} \alpha_{\mathrm{R}, \ell} R_{n o}(\boldsymbol{p}, \bar{\Omega}) \\
& \times\left[(\boldsymbol{q}+\boldsymbol{p})_{m} \delta_{\mu \nu} A_{\mathrm{s}, \nu}^{j}(\boldsymbol{q}, \Omega)-(\boldsymbol{q}+\boldsymbol{p})_{\nu} \delta_{\mu m} A_{\mathrm{s}, \nu}^{j}(\boldsymbol{q}, \Omega)\right], \tag{C.27}
\end{align*}
$$

Eq. (C.23) reads

$$
\begin{equation*}
\boldsymbol{j}^{(\mathrm{B})}=a_{3} \boldsymbol{\nabla} \times\left[\boldsymbol{\nabla} \times\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{n}\right)\right] . \tag{C.28}
\end{equation*}
$$

From the results of Eqs. (C.22) and Eq. (C.28), the pumped electric current is thus given by

$$
\begin{equation*}
\boldsymbol{j}_{\mathrm{pump}}=-a_{1} \frac{\partial}{\partial t}\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{n}\right)+b_{1} \boldsymbol{\nabla} \times\left[\boldsymbol{\nabla} \times\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{n}\right)\right], \tag{C.29}
\end{equation*}
$$

where $b_{1} \equiv a_{2}+a_{3}$.

## C. 2 Spin Hall current induced by Rashba-induced spin magnetic field

As was pointed out in Refs. [28,46], the result of the pumped current is not useful in order to estimate magnetic components in solids, the effective magnetic filed and the spin-dependent magnetic permeability, simultaneously. Therefore, we should calculate the spin Hall current induced by the effective magnetic fields under the effect of an applied electric field to achieve the decision of the magnetic components. In this calculation, we introduce the static magnetization texture and the spatially uniformed electric field.

The Lagrangian we consider in the rotated space is given by

$$
\begin{align*}
L & \equiv L_{0}+L_{A_{\mathrm{s}}}^{(2)}  \tag{C.30}\\
L_{0} & \equiv \int \mathrm{~d}^{3} r a^{\dagger}\left(i \partial_{t}+\frac{1}{2 m} \nabla^{2}+\mu+\Delta_{s d} \sigma_{z}\right) a,  \tag{C.31}\\
L_{A_{\mathrm{s}}}^{(2)} & \equiv \int \mathrm{d}^{3} r\left[.-\sum_{i} A_{i} j_{i}-\frac{e^{2}}{2 m} \sum_{i}\left(A_{i}\right)^{2} a^{\dagger} a-\sum_{i, \alpha} A_{\mathrm{s}, i}^{\alpha} j_{\mathrm{s}, i}^{\alpha}-\frac{e^{2}}{2 m} \sum_{i, \alpha}\left(A_{\mathrm{s}, i}^{\alpha}\right)^{2} a^{\dagger} a\right. \\
& +e \sum_{j k \ell n} \epsilon_{j k \ell} \alpha_{\mathrm{R}, j} A_{k} R_{\ell n} a^{\dagger} \sigma_{n} a-\frac{e}{m} \sum_{i \alpha} A_{i} A_{\mathrm{s}, i}^{\alpha} a^{\dagger} \sigma_{\alpha} a \\
& \left.+\frac{1}{2} \sum_{i j k n} \epsilon_{i j k} \alpha_{\mathrm{R}, i} R_{k n}\left(-\frac{2 m}{e} j_{\mathrm{s}, j}^{n}-2 e A_{\mathrm{s}, j}^{n} a^{\dagger} a\right)\right], \tag{C.32}
\end{align*}
$$

where $j_{i}^{\alpha} \equiv-i e \frac{1}{2 m} a^{\dagger} \overleftrightarrow{\nabla_{i}} a$ is the charge current. In the rotated frame, the electric current reads

$$
\begin{equation*}
j_{\mu}(\boldsymbol{r}, t)=\frac{i e}{2 m}\left\langle a^{\dagger} \overleftrightarrow{\nabla}_{\mu} a\right\rangle-\frac{e^{2}}{m} \sum_{\ell} A_{\mu}\left\langle a^{\dagger} a\right\rangle-e \sum_{j k \ell} \epsilon_{\mu j k \ell} \alpha_{\mathrm{R}, j} R_{k \ell}\left\langle a^{\dagger} \sigma_{\ell} a\right\rangle, \tag{C.33}
\end{equation*}
$$

where $\rangle$ denotes the expectation value for $L$. In terms of Green's function, Eq. (C.33) becomes

$$
j_{\mu}=\lim _{\substack{r^{\prime}, \boldsymbol{r}  \tag{C.34}\\
t^{\prime} \rightarrow t}} \operatorname{tr}\left\{\begin{array}{c}
\frac{e}{2 m}\left[\left(\nabla_{\boldsymbol{r}^{\prime}, \mu}-\nabla_{\boldsymbol{r}, \mu}\right) G^{<}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right)\right]+\frac{i e^{2}}{m} A_{\mu} G^{<}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right) \\
+i e \sum_{j k \ell} \epsilon_{\mu j k} \alpha_{\mathrm{R}, j} R_{k \ell}\left[\sigma_{\ell} G^{<}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right)\right]
\end{array}\right\}
$$

where $G^{<}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right) \equiv i\left\langle a^{\dagger}\left(\boldsymbol{r}^{\prime}, t^{\prime}\right) a(\boldsymbol{r}, t)\right\rangle$ is a lesser component of contour ordered Green's function. We calculate the electric current up to the linear order in both the Rashba field and the gauge filed. In the calculation, we use the following Dyson
equation,

$$
\begin{align*}
G\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right) & =\frac{1}{V} \sum_{\boldsymbol{k}, \omega} e^{i \boldsymbol{k} \cdot\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)-i \omega\left(t-t^{\prime}\right)} g_{\boldsymbol{k}, \omega} \\
& +\frac{e}{m V} \sum_{\boldsymbol{k}, \omega} \sum_{\Omega} \sum_{j} e^{i \boldsymbol{k} \cdot\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)-i \omega t+i(\omega+\Omega) t^{\prime}} A_{j}(\Omega) k_{j} g_{\boldsymbol{k}, \omega} \sigma_{j} g_{\boldsymbol{k}, \omega+\Omega} \\
& -\frac{1}{V} \sum_{\boldsymbol{k}, \omega} \sum_{\boldsymbol{p}} \sum_{j l \ell_{n}} e^{i \boldsymbol{k} \cdot \boldsymbol{r}-i(\boldsymbol{k}+\boldsymbol{p}) \cdot \boldsymbol{r}^{\prime}-i \omega\left(t-t^{\prime}\right)} \\
& \times \epsilon_{j k \ell} \alpha_{\mathrm{R}, j} R_{\ell n}(\boldsymbol{p})\left(\boldsymbol{k}+\frac{\boldsymbol{p}}{2}\right)_{k} g_{\boldsymbol{k}, \omega} \sigma_{n} g_{\boldsymbol{k}+\boldsymbol{p}, \omega} \\
& -\frac{e}{V} \sum_{\boldsymbol{k}, \omega} \sum_{\boldsymbol{p}, \Omega} \sum_{j k \ell n} e^{i \boldsymbol{k} \cdot \boldsymbol{r}-i \omega t-i(\boldsymbol{k}+\boldsymbol{p}) \cdot \boldsymbol{r}^{\prime}+i(\omega+\Omega) t^{\prime}} \\
& \times \epsilon_{j k \ell} \alpha_{\mathrm{R}, j} R_{\ell n}(\boldsymbol{p}) A_{k}(\Omega) g_{\boldsymbol{k}, \omega} \sigma_{n} g_{\boldsymbol{k}+\boldsymbol{p}, \omega+\Omega} \\
& -\frac{e}{m V} \sum_{\boldsymbol{k}, \omega} \sum_{\boldsymbol{p}, \Omega} \sum_{j \boldsymbol{k} \ell m n} e^{i \boldsymbol{k} \cdot \boldsymbol{r}-i \omega t-i(\boldsymbol{k}+\boldsymbol{p}) \cdot \boldsymbol{r}^{\prime}+i(\omega+\Omega) t^{\prime}} \epsilon_{j k \boldsymbol{l}} \alpha_{\mathrm{R}, j} A_{m}(\Omega) R_{\ell n}(\boldsymbol{p}) \\
& \times\left[\begin{array}{l}
\left(\boldsymbol{k}+\frac{\boldsymbol{p}}{2}\right)_{k}(\boldsymbol{k}+\boldsymbol{p})_{m} g_{\boldsymbol{k}, \omega} \sigma_{n} g_{\boldsymbol{k}+\boldsymbol{p}, \omega} g_{\boldsymbol{k}+\boldsymbol{p}, \omega+\Omega} \\
+k_{m}\left(\boldsymbol{k}+\frac{\boldsymbol{p}}{2}\right)_{k} g_{\boldsymbol{k}, \omega} g_{\boldsymbol{k}, \omega+\Omega} \sigma_{n} g_{\boldsymbol{k}+\boldsymbol{p}, \omega+\Omega}
\end{array}\right], \tag{C.35}
\end{align*}
$$

where where $\boldsymbol{p}$ is the wave vector carried by the magnetization texture and $\Omega$ is the angular frequency carried by the gauge field.

Using the Dyson equation, the result being bilinear in the Rashba field and the gauge field is given by (diagrammatically shown in Fig. 1.6)

$$
\begin{equation*}
\boldsymbol{j}_{\text {Hall }}=\boldsymbol{j}^{(\text {Hall }, 1)}+\boldsymbol{j}^{(\text {Hall }, 2)}, \tag{C.36}
\end{equation*}
$$

with

$$
\begin{align*}
j_{\mu}^{(\text {Hall }, 1)}= & -\frac{i e^{2}}{m V} \sum_{\boldsymbol{k}, \omega} \sum_{\boldsymbol{p}, \Omega} \sum_{j k \ell m n} e^{-i \boldsymbol{p} \cdot \boldsymbol{r}+i \Omega t} \epsilon_{j k \ell} \alpha_{\mathrm{R}, j} R_{\ell n}(\boldsymbol{p}) A_{m}(\Omega) \\
& \times \operatorname{tr}\left[-\delta_{k m} k_{\mu} g_{\boldsymbol{k}-\frac{p}{2}, \omega-\frac{\Omega}{2}} \sigma_{n} g_{\boldsymbol{k}+\frac{p}{2}, \omega+\frac{\Omega}{2}}\right. \\
& -\frac{k_{\mu} k_{k}}{m}\left(\boldsymbol{k}+\frac{\boldsymbol{p}}{2}\right)_{m} g_{\boldsymbol{k}-\frac{p}{2}, \omega-\frac{\Omega}{2}} \sigma_{n} g_{\boldsymbol{k}+\frac{p}{2}, \omega+\frac{\Omega}{2}} g_{\boldsymbol{k}+\frac{p}{2}, \omega+\frac{\Omega}{2}} \\
& \left.-\frac{k_{\mu} k_{k}}{m}\left(\boldsymbol{k}-\frac{\boldsymbol{p}}{2}\right)_{m} g_{\boldsymbol{k}-\frac{p}{2}, \omega-\frac{\Omega}{2}} g_{\boldsymbol{k}-\frac{p}{2}, \omega+\frac{\Omega}{2}} \sigma_{n} g_{\boldsymbol{k}+\frac{p}{2}, \omega+\frac{\Omega}{2}}\right]^{<}  \tag{C.37}\\
j_{\mu}^{(\text {Hall }, 2)}= & -\frac{i e^{2}}{m V} \sum_{\boldsymbol{k}, \omega} \sum_{\boldsymbol{p}, \Omega} \sum_{j k \ell m n} e^{-i \boldsymbol{p} \cdot \boldsymbol{r}+i \Omega t} \epsilon_{j k \ell \ell} \alpha_{\mathrm{R}, j} R_{\ell n}(\boldsymbol{p}) A_{m}(\Omega) \\
& \times \operatorname{tr}\left[\delta_{\mu k} k_{m} \sigma_{n} g_{\boldsymbol{k}, \omega-\frac{\Omega}{2}} g_{\boldsymbol{k}, \omega+\frac{\Omega}{2}}-\delta_{\mu m} k_{k} g_{\boldsymbol{k}-\frac{p}{2}, \omega} \sigma_{n} g_{\boldsymbol{k}+\frac{\boldsymbol{p}}{2}, \omega}\right]^{<}, \tag{C.38}
\end{align*}
$$

Let us calculate Eq. (C.37). Expanding $\boldsymbol{j}^{(\text {Hall,1) }}$ with respect to $\Omega$ and $\boldsymbol{p}$, the result up to the linear order in both $\Omega$ and $\boldsymbol{p}$ is given by

$$
\begin{equation*}
j_{\mu}^{(\text {Hall }, 1)}=-c_{1} \sum_{\boldsymbol{p}, \Omega} e^{-i \boldsymbol{p} \cdot \boldsymbol{r}+i \Omega t} \sum_{j k \ell m n} \epsilon_{j k \ell} \alpha_{\mathrm{R}, j} R_{\ell n}(\boldsymbol{p}) A_{m}(\Omega) \delta_{n z} \Omega\left(p_{\mu} \delta_{k m}-p_{m} \delta_{\mu k}\right), \tag{C.39}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{1} \equiv \frac{i e^{2}}{3 m^{2}} \sum_{\boldsymbol{k}} \sum_{\sigma} \sigma \boldsymbol{k}^{2}\left[\left(g_{\boldsymbol{k}, \omega, \sigma}^{\mathrm{a}}\right)^{3}-\left(g_{\boldsymbol{k}, \omega, \sigma}^{\mathrm{r}}\right)^{3}\right] . \tag{C.40}
\end{equation*}
$$

Using the following equation,

$$
\begin{align*}
{\left[\boldsymbol{E} \times\left[\boldsymbol{\nabla} \times\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{n}\right)\right]\right]_{\mu}=} & \sum_{\boldsymbol{p}, \Omega} e^{-i \boldsymbol{p} \cdot \boldsymbol{r}+i \Omega t} \sum_{j k \ell m n} \epsilon_{j k \ell} \alpha_{\mathrm{R}, j} R_{\ell n}(\boldsymbol{p}) A_{m}(\Omega) \\
& \times \delta_{n z} \Omega\left(p_{\mu} \delta_{k m}-p_{m} \delta_{\mu k}\right), \tag{C.41}
\end{align*}
$$

we thus obtain the Hall current as

$$
\begin{equation*}
\boldsymbol{j}_{\text {Hall }}=-c_{1} \boldsymbol{E} \times\left[\boldsymbol{\nabla} \times\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{n}\right)\right] . \tag{C.42}
\end{equation*}
$$

## Appendix D

## Microscopic derivation of <br> Dzyaloshinskii-Moriya interaction

In this section, we show that the equilibrium spin current induces the DzyaloshinskiiMoriya interaction by deriving an effective Hamiltonian for the magnetization based on the imaginary-time path-integral formalism. In this calculation, we introduce the static magnetization texture.

The imaginary-time Lagrangian we consider in the laboratory frame is

$$
\begin{equation*}
L=\int \mathrm{d}^{3} r \bar{c}\left[\partial_{\tau}-\frac{1}{2 m} \boldsymbol{\nabla}^{2}-\mu-\Delta_{s d} \boldsymbol{n} \cdot \boldsymbol{\sigma}+\frac{i}{2} \sum_{i} \boldsymbol{\lambda}_{i} \cdot \boldsymbol{\sigma} \overleftrightarrow{\nabla}_{i}\right] c, \tag{D.1}
\end{equation*}
$$

where $\boldsymbol{\lambda}$ is the spin-orbit field representing the breaking of spatial-inversion symmetry and conduction electrons are represented by two component annihilation and creation fields, $c$ and $\bar{c}$ defined on imaginary-time, $\tau$. By introducing the spin gauge field by use of the local unitary transformation in order to diagonalize the $s d$ interaction, the Lagrangian in the rotated space is thus decomposed $L_{0}$ into $L_{A_{\mathrm{s}}}$ as shown below.

$$
\begin{align*}
L_{0} & \equiv \int \mathrm{~d}^{3} r \bar{a}\left(\partial_{\tau}-\frac{1}{2 m} \nabla^{2}-\mu-\Delta_{s d} \sigma_{z}+\frac{i}{2} \sum_{i, \alpha \beta} R_{\alpha \beta} \lambda_{i}^{\beta} \overleftrightarrow{\nabla}_{i} \sigma_{\alpha}\right) a,  \tag{D.2}\\
L_{A_{\mathrm{s}}} & \equiv \int \mathrm{~d}^{3} r\left[\sum_{i, \alpha} A_{\mathrm{s}, i}^{\alpha} j_{\mathrm{s}, i}^{\alpha}+\frac{e^{2}}{2 m} \sum_{i, \alpha}\left(A_{\mathrm{s}, i}^{\alpha}\right)^{2} \bar{a} a-e \sum_{i, \alpha \beta} R_{\alpha \beta} \lambda_{i}^{\beta} A_{\mathrm{s}, j}^{\alpha} \bar{a} a\right], \tag{D.3}
\end{align*}
$$

where $a$ and $\bar{a}$ are annihilation and creation fields describing the spin-polarized conduction electrons in the rotated frame. The effective Hamiltonian for the magnetization, $H_{\text {eff }} \equiv-\ln \mathcal{Z}$, is calculated by integrating out of the variables of the electrons in the partition function, $\mathcal{Z}\left(\boldsymbol{A}_{\mathrm{s}}\right)=\int \mathcal{D} \bar{c} \mathcal{D} c e^{-\int_{0}^{\beta} d \tau L\left(\bar{c}, c, \boldsymbol{A}_{\mathrm{s}}\right)}$, where $\mathcal{D}$ denotes the path integral. The contribution of the first order in the spin gauge field, diagramatically shown in Fig. D.1, reads,

$$
\begin{equation*}
\ln \mathcal{Z}=-\int_{0}^{\beta} \mathrm{d} \tau \int \mathrm{~d}^{3} r \sum_{\mu \alpha} A_{\mathrm{s}, \mu}^{\alpha} \tilde{j}_{\mathrm{s}, \mu}^{\alpha}, \tag{D.4}
\end{equation*}
$$



Figure D.1: Diagrammatic representation of the contribution to the effective Hamiltonian. Solid lines represent the thermal Green's function including the spin-orbit and $s d$ exchange interactions and the wavy lines denote the spin gauge field, respectively.
where

$$
\begin{equation*}
\tilde{j}_{\mathrm{s}, \mu}^{\alpha}=-\frac{1}{\beta V} \sum_{k, n} \operatorname{tr}\left[-\frac{k_{\mu}}{m} \sigma_{\alpha} \mathscr{G}_{k, n, s d}-\sum_{\beta} R_{\alpha \beta} \lambda_{\mu}^{\beta} \mathscr{G}_{k, n, s d}\right] \tag{D.5}
\end{equation*}
$$

is the spin current density in rotated frame and

$$
\begin{equation*}
\mathscr{G}_{\boldsymbol{k}, n, s d} \equiv \frac{1}{i \omega_{n}-\epsilon_{\boldsymbol{k}}+\gamma_{\boldsymbol{k}, s d} \cdot \boldsymbol{\sigma}+i \eta \operatorname{sgn}\left(\omega_{n}\right)} \tag{D.6}
\end{equation*}
$$

is the thermal Green's function for electrons that includes the spin-orbit and $s d$ exchange interactions. Here, $\boldsymbol{k}$ and $\omega_{n} \equiv \frac{(2 n+1) \pi}{\beta}$ ( $n$ is an integer) indicate the wave vector and fermionic thermal frequency, respectively, $\epsilon_{\boldsymbol{k}}=\frac{k^{2}}{2 m}-\mu$ is the electron energy measured from the Fermi energy, and $\gamma_{k, s d}^{\alpha} \equiv \sum_{i \beta} R_{\alpha \beta} \lambda_{i}^{\beta} k_{i}+\Delta_{s d} \hat{z}^{\alpha}$ with $\hat{z} \equiv(0,0,1)$. We have included a finite electron-elastic-scattering lifetime $\tau_{\mathrm{e}}$ as an imaginary part, $\eta \equiv \frac{1}{2 \tau_{\mathrm{e}}}$, and $\operatorname{sgn}\left(\omega_{n}\right) \equiv 1$ and -1 for $\omega_{n}>0$ and $\omega_{n}<0$, respectively.

Expanding Eq. (D.5) with respect to $\boldsymbol{\lambda}$ by use of the resolvent expansion, the result up to the linear order in $\boldsymbol{\lambda}$ and the zero-order in $\Delta_{s d}$ is reduced to

$$
\begin{equation*}
\tilde{j}_{\mathrm{s}, \mu}^{\alpha} \simeq \sum_{\beta} R_{\alpha \beta} j_{\mathrm{s}, \mu}^{\beta}, \tag{D.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{j}_{\mathrm{s}} \equiv 2 n_{\mathrm{e}} \boldsymbol{\lambda} \tag{D.8}
\end{equation*}
$$

is the spin current density in the laboratory frame and $n_{\mathrm{e}} \equiv \frac{1}{V} \sum_{k} \sum_{\sigma} f\left(\epsilon_{\boldsymbol{k}}\right)$ is the electron density. Using the following relation,

$$
\begin{equation*}
\sum_{\alpha} R_{\alpha \beta} A_{\mathrm{s}, \mu}^{\alpha}=\frac{1}{2}\left(\nabla_{\mu} \boldsymbol{n} \times \boldsymbol{n}\right)^{\beta}+n^{\beta} A_{\mathrm{s}, \mu}, \tag{D.9}
\end{equation*}
$$

we thus get the effective Hamiltonian as [82]

$$
\begin{equation*}
H_{\text {eff }}=\int \mathrm{d}^{3} r\left[\sum_{i, \alpha} D_{i}^{\alpha}\left(\boldsymbol{n} \times \nabla_{i} \boldsymbol{n}\right)^{\alpha}+\boldsymbol{j}_{\mathrm{s}}^{\|} \cdot \boldsymbol{A}_{\mathrm{s}}^{z}\right], \tag{D.10}
\end{equation*}
$$

with

$$
\begin{equation*}
\boldsymbol{D} \equiv \boldsymbol{j}_{\mathrm{s}}^{\perp} \tag{D.11}
\end{equation*}
$$

where $j_{\mathrm{s}, \mu}^{\perp, \alpha} \equiv j_{\mathrm{s}, \mu}^{\alpha}-n^{\alpha} j_{\mathrm{s}, \mu}^{\|}$and $j_{\mathrm{s}, \mu}^{\|} \equiv \boldsymbol{n} \cdot \boldsymbol{j}_{\mathrm{s}, \mu}$. The first term on the right-hand side of Eq. (D.10) describes the Dzyaloshinskii-Moriya interaction induced by the spin current density with the spin component perpendicular to the magnetization vector. The second term on the right-hand side of Eq. (D.10) means the spintransfer term originated from the spin current density with the spin component parallel to the magnetization vector.

## Appendix E

## Partition function in path integral formalism

Under the effect of a finite temperature, the equilibrium properties is determined by the partition function as shown below.

$$
\begin{equation*}
\mathcal{Z}(\beta)=\operatorname{Tr} e^{-\beta \hat{H}_{\mathrm{T}}} \tag{E.1}
\end{equation*}
$$

where $\hat{H}_{\mathrm{T}} \equiv \hat{H}-\mu \hat{N}, \hat{H}$ is the Hamiltonian of the system, $\hat{N}$ is the particle number operator, $\mu$ is the chemical potential of the system, $\beta$ is the inverse temperature, Tr is over the entire Hilbert space. In fermion system, Eq. (E.1) reduces to

$$
\begin{equation*}
\mathcal{Z}=\sum_{n=0}^{1}\langle n| e^{-\beta \hat{H}_{\mathrm{T}}}|n\rangle, \tag{E.2}
\end{equation*}
$$

where $|n\rangle$ is the Fock space state.
In order to construct the path integral representation of the partition function in fermion system, we introduce the fermionic coherent states, $|\psi\rangle$ and $\langle\psi|$, as

$$
\begin{align*}
|\psi\rangle & =|0\rangle+|1\rangle \psi, \\
\langle\psi| & =\langle 0|+\bar{\psi}\langle\psi| . \tag{E.3}
\end{align*}
$$

Here, $\psi$ and $\bar{\psi}$ are the Grassmann numbers satisfying $\{\psi, \psi\}=0,\{\bar{\psi}, \bar{\psi}\}=0$, $\{\psi, \bar{\psi}\}=0, \hat{\psi}|\psi\rangle=\psi|\psi\rangle$, and $\langle\psi| \hat{\psi}^{\dagger}=\langle\psi| \bar{\psi}$, where $\{A, B\} \equiv A B+B A$ and $\hat{\psi}$ and $\hat{\psi}^{\dagger}$ represent annihilation and creation operators, respectively. Since integration over Grassmann variable $\psi$ is defined by $\int \mathrm{d} \psi=0$ and $\int \mathrm{d} \psi \psi=1$, the resolution of identity for the coherent states is given by

$$
\begin{equation*}
\int \mathrm{d} \bar{\psi} \mathrm{~d} \psi e^{-\bar{\psi} \psi}|\psi\rangle\langle\psi|=1 . \tag{E.4}
\end{equation*}
$$

Using the above equation, the partition function, Eq, (E.2), reads

$$
\begin{equation*}
\mathcal{Z}=\int \mathrm{d} \bar{\psi} \mathrm{~d} \psi e^{-\bar{\psi} \psi}\langle-\psi| e^{-\beta \hat{H}_{\mathrm{T}}}|\psi\rangle \tag{E.5}
\end{equation*}
$$

Dividing $\beta$ into $N$ segments of infinitesimal length $\Delta \tau \equiv \frac{\beta}{N}$ and inserting coherent states resolution of identity, Eq. (E.5) becomes

$$
\begin{equation*}
\mathcal{Z}=\int_{\substack{\bar{\psi}_{N}=-\bar{\psi}_{0} \\ \psi_{N}=-\psi_{0}}} \prod_{i=1}^{N} \mathrm{~d} \bar{\psi}_{i} \mathrm{~d} \psi_{i} \exp \left[-\Delta \tau \sum_{j=1} N\left(\bar{\psi}_{j} \frac{\psi_{j}-\psi_{j-1}}{\Delta \tau}+H_{\mathrm{T}}\left(\bar{\psi}_{j}, \psi_{j-1}\right)\right)\right], \tag{E.6}
\end{equation*}
$$

where $H_{\mathrm{T}}\left(\bar{\psi}_{j}, \psi_{j-1}\right) \equiv\left\langle\psi_{j}\right| \hat{H}_{\mathrm{T}}\left(\hat{\psi}^{\dagger}, \hat{\psi}\right)\left|\psi_{j-1}\right\rangle$ and $\bar{\psi}_{N}=-\bar{\psi}_{0}\left(\psi_{N}=-\psi_{0}\right)$ means the anti-periodic boundary condition for $\bar{\psi}(\psi)$. Here we used the fact that $\hat{H}_{\mathrm{T}}$ is described by the annihilation and creation operators in second quantized representation. In the limit $N \rightarrow \infty$ and $\Delta \tau \rightarrow 0$, the path integral representation of partition function is thus obtained as [86]

$$
\begin{equation*}
\mathcal{Z}=\int \mathcal{D} \bar{\psi} \mathcal{D} \psi e^{-\int_{0}^{\beta} \mathrm{d} \tau L(\tau)}, \tag{E.7}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{D} \bar{\psi} \mathcal{D} \psi \equiv \lim _{\substack{N \rightarrow \infty \\ \Delta \tau \rightarrow 0}} \prod_{i=1}^{N} \mathrm{~d} \bar{\psi}_{i} \mathrm{~d} \psi_{i} \tag{E.8}
\end{equation*}
$$

where $L(\tau) \equiv \bar{\psi} \frac{\partial}{\partial \tau} \psi+H_{\mathrm{T}}$ is corresponding to an imaginary-time Lagrangian and $\bar{\psi}(\tau)$ and $\psi(\tau)$ are creation and annihilation fields defined on an imaginary-time $\tau$. We should keep in mind that $\bar{\psi}(\tau)(\psi(\tau))$ satisfies the the anti-periodic boundary condition for fermion field $\bar{\psi}(\beta)=-\bar{\psi}(0) \quad(\psi(\beta)=-\psi(0))$.

## Appendix F

## Derivation of Eq. (2.30)

This section shows the detailed derivation of Eq. (2.30) from Eq. (2.29). Let us first calculate $\chi_{j j}^{\mu \nu}$ shown in Eq. (2.29). Expanding $\mathscr{G}_{\boldsymbol{k}, n, \boldsymbol{M}}$ with respect to $\boldsymbol{M}$ by use of the resolvent expansion, the term proportional to the linear order of $\boldsymbol{M}$ is given by

$$
\begin{align*}
\chi_{j j}^{\mu \nu,\left(\boldsymbol{M}^{1}\right)} \simeq & -\frac{e^{2} J_{s d}}{m^{2} \beta V} \sum_{n, \boldsymbol{k}} \sum_{\alpha}\left(-M_{\alpha}\right) \\
& \times \operatorname{tr}\left[\frac{1}{2}\left[\left(\boldsymbol{k}+\frac{\boldsymbol{q}}{2}\right)_{\mu}\left(\boldsymbol{k}+\frac{\boldsymbol{q}}{2}\right)_{\nu} \mathscr{G}_{\boldsymbol{k}+\boldsymbol{q}, n+\ell}+\left(\boldsymbol{k}-\frac{\boldsymbol{q}}{2}\right)_{\mu}\left(\boldsymbol{k}-\frac{\boldsymbol{q}}{2}\right)_{\nu} \mathscr{G}_{\boldsymbol{k}-\boldsymbol{q}, n-\ell}\right]\right. \\
& \times\left\{\mathscr{\mathscr { G }}_{\boldsymbol{k}, n}, \sigma_{\alpha}\right\} \\
& +2 j_{\boldsymbol{k}, n}^{2} \sum_{m n^{\prime} o p} \epsilon_{\alpha m n^{\prime}} \epsilon_{n^{\prime} o p} \hat{\gamma}_{\boldsymbol{k}}^{m} \hat{\gamma}_{\boldsymbol{k}}^{o} \\
& \left.\times\left[\left(\boldsymbol{k}+\frac{\boldsymbol{q}}{2}\right)_{\mu}\left(\boldsymbol{k}+\frac{\boldsymbol{q}}{2}\right)_{\nu} \mathscr{G}_{\boldsymbol{k}+\boldsymbol{q}, n+\ell}+\left(\boldsymbol{k}-\frac{\boldsymbol{q}}{2}\right)_{\mu}\left(\boldsymbol{k}-\frac{\boldsymbol{q}}{2}\right)_{\nu} \mathscr{G}_{\boldsymbol{k}-\boldsymbol{q}, n-\ell}\right] \sigma_{p}\right], \tag{F.1}
\end{align*}
$$

with

$$
\begin{equation*}
j_{k, n} \equiv \frac{1}{2} \sum_{\sigma= \pm} \sigma \mathrm{g}_{k, n, \sigma} \tag{F.2}
\end{equation*}
$$

where $\hat{\gamma}_{\boldsymbol{k}} \equiv \gamma_{\boldsymbol{k}} /\left|\gamma_{\boldsymbol{k}}\right|, \mathscr{G}_{\boldsymbol{k}, n} \equiv\left[i \omega_{n}-\epsilon_{\boldsymbol{k}}-\gamma_{\boldsymbol{k}} \cdot \boldsymbol{\sigma}+i \eta \operatorname{sgn}(n)\right]^{-1}, \gamma_{\boldsymbol{k}} \equiv \boldsymbol{k} \times \boldsymbol{\alpha}_{\mathrm{R}}$, $\mathrm{g}_{k, n, \sigma} \equiv\left[i \omega_{n}-\epsilon_{k}^{\sigma}+i \eta \operatorname{sgn}(n)\right]^{-1}$ with $\epsilon_{k}^{\sigma}=\epsilon_{k}+\sigma \gamma_{k}\left(\gamma_{k} \equiv\left|\gamma_{k}\right|\right)$ is the Green's function diagonalized in the spin space, $\sigma= \pm$ is the diagonalized spin index, and $\{A, B\} \equiv A B+B A$. Expanding Eq. (F.1) with respect to $\boldsymbol{q}$, the term being
bilinear in $\boldsymbol{M}$ and $\boldsymbol{q}$ is given by

$$
\begin{aligned}
& \chi_{j j}^{\mu \nu,\left(\boldsymbol{M}^{1}, \boldsymbol{q}^{1}\right)} \simeq-\frac{e^{2} J_{s d}}{2 m^{2} \beta V} \sum_{n, \boldsymbol{k}} \sum_{\alpha}\left(-M_{\alpha}\right)
\end{aligned}
$$

Performing the trace over the spin using

$$
\begin{equation*}
\operatorname{tr}\left[\sigma_{\alpha} \sigma_{\beta} \sigma_{\gamma} \sigma_{\delta}\right]=2\left(\delta_{\alpha \beta} \delta_{\gamma \delta}+\delta_{\beta \gamma} \delta_{\alpha \delta}-\delta_{\alpha \gamma} \delta_{\beta \delta}\right) \tag{F.4}
\end{equation*}
$$

the result up to the linear order in $\boldsymbol{q}$ and $\boldsymbol{M}$ is obtained as

$$
\begin{align*}
\chi_{j j}^{\mu \nu}\left(\boldsymbol{q}, i \Omega_{\ell}, \boldsymbol{M}\right) & \simeq-\frac{e^{2} J_{s d}}{m^{2} \beta V} \sum_{n, \boldsymbol{k}} \sum_{\alpha}\left(-M_{\alpha}\right)\left(k_{\mu} q_{\nu}+q_{\mu} k_{\nu}\right) \hat{\gamma}_{\boldsymbol{k}}^{\alpha} \\
& \times\left[2 h_{\boldsymbol{k}, n} j_{\boldsymbol{k}, n}\left(h_{\boldsymbol{k}, n+\ell}-h_{\boldsymbol{k}, n-\ell}\right)+\left(h_{\boldsymbol{k}, n}^{2}+j_{\boldsymbol{k}, n}^{2}\right)\left(j_{\boldsymbol{k}, n+\ell}-j_{\boldsymbol{k}, n-\ell}\right)\right] \tag{F.5}
\end{align*}
$$

with

$$
\begin{equation*}
h_{\boldsymbol{k}, n} \equiv \frac{1}{2} \sum_{\sigma= \pm} \mathrm{g}_{\boldsymbol{k}, n, \sigma} \tag{F.6}
\end{equation*}
$$

Other correlation functions are calculated similarly as

$$
\begin{aligned}
& \chi_{s j}^{\mu \nu}\left(\boldsymbol{q}, i \Omega_{\ell}, \boldsymbol{M}\right) \simeq-\frac{e^{2} J_{s d}}{m \beta V} \sum_{n, \boldsymbol{k}} \sum_{m \alpha \beta \rho} \epsilon_{\mu m \alpha} \alpha_{\mathrm{R}, m}\left(-M_{\beta}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \chi_{s s}^{\mu \nu}\left(\boldsymbol{q}, i \Omega_{\ell}, \boldsymbol{M}\right) \simeq-\frac{e^{2} J_{s d}}{\beta V} \sum_{n, \boldsymbol{k}} \sum_{m o \alpha \beta \gamma \gamma} \sum_{\mu^{\prime} \nu^{\prime} \rho} \epsilon_{\mu o \alpha} \epsilon_{\nu m \beta} \alpha_{\mathrm{R}, o} \alpha_{\mathrm{R}, m}\left(-M_{\gamma}\right)
\end{aligned}
$$

where we should keep in mind that $\chi_{j s}^{\mu \nu}\left(\boldsymbol{q}, i \Omega_{\ell}, \boldsymbol{M}\right)=\chi_{s j}^{\nu \mu}\left(-\boldsymbol{q},-i \Omega_{\ell}, \boldsymbol{M}\right)$ holds.
To carry out the $\boldsymbol{k}$-integral, we choose the $z$ axis along the Rashba field, i.e., $\boldsymbol{\alpha}_{\mathrm{R}}=\alpha_{\mathrm{R}} \hat{\boldsymbol{z}} \quad(\hat{\boldsymbol{z}} \equiv(0,0,1))$ and $\boldsymbol{k}$ is represented using the polar and azimuthal angles $\theta$ and $\varphi$, respectively. We consider an electromagnetic wave with $q_{z}=0$, i.e., propagation perpendicular to the Rashba field. Let us calculate Eq. (F.5). Calculating the integral over $\varphi$ by use of

$$
\begin{equation*}
\int_{0}^{2 \pi} \frac{\mathrm{~d} \varphi}{2 \pi} k_{\mu} \hat{\gamma}_{\boldsymbol{k}}^{\nu}=-\frac{\gamma_{\boldsymbol{k}}}{2 \alpha_{\mathrm{R}}} \epsilon_{\mu \nu l} \hat{\alpha}_{\mathrm{R}, l}, \tag{F.8}
\end{equation*}
$$

where $\hat{\boldsymbol{\alpha}}_{\mathrm{R}} \equiv \boldsymbol{\alpha}_{\mathrm{R}} /\left|\boldsymbol{\alpha}_{\mathrm{R}}\right|$, we obtain

$$
\begin{equation*}
\chi_{j j}^{\mu \nu}\left(\boldsymbol{q}, i \Omega_{\ell}, \boldsymbol{M}\right)=-\frac{J_{s d}}{\beta}\left(\frac{e}{m}\right)^{2} \sum_{n, \boldsymbol{k}}\left(-\frac{\gamma_{\boldsymbol{k}}}{2 \alpha_{\mathrm{R}}^{2}}\right) \phi_{\boldsymbol{k}, n}^{(0)}\left(i \Omega_{\ell}\right)\left(\mathcal{A}_{\mathrm{R}, \mu} q_{\nu}+q_{\mu} \mathcal{A}_{\mathrm{R}, \nu}\right) \tag{F.9}
\end{equation*}
$$

with

$$
\begin{equation*}
\phi_{\boldsymbol{k}, n}^{(0)}\left(i \Omega_{\ell}\right) \equiv 2 h_{\boldsymbol{k}, n} j_{\boldsymbol{k}, n}\left(h_{\boldsymbol{k}, n+\ell}-h_{\boldsymbol{k}, n-\ell}\right)+\left(h_{\boldsymbol{k}, n}^{2}+j_{\boldsymbol{k}, n}^{2}\right)\left(j_{\boldsymbol{k}, n+\ell}-j_{\boldsymbol{k}, n-\ell}\right) . \tag{F.10}
\end{equation*}
$$

Here, $\mathcal{A}_{\mathrm{R}} \equiv \boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{M}$. Other correlation functions are calculated similarly as

$$
\begin{align*}
\chi_{s j}^{\mu \nu}\left(\boldsymbol{q}, i \Omega_{\ell}, \boldsymbol{M}\right)= & -\frac{J_{s d}}{\beta}\left(\frac{e}{m}\right)^{2} \sum_{n, \boldsymbol{k}} \\
& \times\left\{\begin{array}{c}
-\frac{\gamma_{\boldsymbol{k}}^{2}}{2 \alpha_{\mathrm{R}}^{2}} \phi_{\boldsymbol{k}, n}^{(1)}\left(i \Omega_{\ell}\right)\left[2\left(\boldsymbol{\mathcal { A }}_{\mathrm{R}} \cdot \boldsymbol{q}\right) \delta_{\mu \nu}^{\perp}-3 \mathcal{A}_{\mathrm{R}, \mu} q_{\nu}+M_{\mu}^{\perp}\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{q}\right)_{\nu}\right] \\
+2 m \alpha_{\mathrm{R}} \gamma_{\boldsymbol{k}} \phi_{\boldsymbol{k}, n}^{(2)}\left(i \Omega_{\ell}\right)\left(\mathcal{A}_{\mathrm{R}, \mu} q_{\nu}-q_{\mu} \mathcal{A}_{\mathrm{R}, \nu}\right)-m \phi_{\boldsymbol{k}, n}^{(3)}\left(i \Omega_{\ell}\right) \mathcal{A}_{\mathrm{R}, \mu} q_{\nu}
\end{array}\right\}, \\
\chi_{s s}^{\mu \nu}\left(\boldsymbol{q}, i \Omega_{\ell}, \boldsymbol{M}\right)= & -\frac{J_{s d}}{\beta}\left(\frac{e}{m}\right)^{2} \sum_{n, \boldsymbol{k}}\left(-2 m \gamma_{\boldsymbol{k}}\right) \\
& \times\left\{\begin{array}{c}
\phi_{\boldsymbol{k}}^{(4)}\left(i \Omega_{\ell}\right)\left(\mathcal{A}_{\mathrm{R}} \cdot \boldsymbol{q}\right) \delta_{\mu \nu}^{\perp} \\
+\phi_{\boldsymbol{k}, n}^{(5)}\left(i \Omega_{\ell}\right)\left[2\left(\mathcal{A}_{\mathrm{R}} \cdot \boldsymbol{q}\right) \delta_{\mu \nu}^{\perp}-\left(\mathcal{A}_{\mathrm{R}, \mu} q_{\nu}+q_{\mu} \mathcal{A}_{\mathrm{R}, \nu}\right)\right]
\end{array}\right\}, \tag{F.11}
\end{align*}
$$

with

$$
\begin{align*}
& \phi_{\boldsymbol{k}, n}^{(1)}\left(i \Omega_{\ell}\right) \equiv j_{\boldsymbol{k}, n}^{2}\left(h_{\boldsymbol{k}, n+\ell}^{2}-h_{\boldsymbol{k}, n-\ell}^{2}\right), \\
& \phi_{\boldsymbol{k}, n}^{(2)}\left(i \Omega_{\ell}\right) \equiv h_{\boldsymbol{k}, n} j_{\boldsymbol{k}, n}\left[\left(h_{\boldsymbol{k}, n+\ell}^{2}-h_{\boldsymbol{k}, n-\ell}^{2}\right)-\left(j_{\boldsymbol{k}, n+\ell}^{2}-j_{\boldsymbol{k}, n-\ell}^{2}\right)\right], \\
& \phi_{\boldsymbol{k}, n}^{(3)}\left(i \Omega_{\ell}\right) \equiv h_{\boldsymbol{k}, n}^{2}\left(h_{\boldsymbol{k}, n+\ell}-h_{\boldsymbol{k}, n-\ell}\right)+h_{\boldsymbol{k}, n} j_{\boldsymbol{k}, n}\left(j_{\boldsymbol{k}, n+\ell}-j_{\boldsymbol{k}, n-\ell}\right), \\
& \phi_{\boldsymbol{k}, n}^{(4)}\left(i \Omega_{\ell}\right) \equiv h_{\boldsymbol{k}, n} j_{\boldsymbol{k}, n}\left(j_{\boldsymbol{k}, n+\ell}^{2}-j_{\boldsymbol{k}, n-\ell}^{2}\right), \\
& \phi_{\boldsymbol{k}, n}^{(5)}\left(i \Omega_{\ell}\right) \equiv h_{\boldsymbol{k}, n} j_{\boldsymbol{k}, n}\left(h_{\boldsymbol{k}, n+\ell}^{2}-h_{\boldsymbol{k}, n-\ell}^{2}\right), \tag{F.12}
\end{align*}
$$

where $\delta_{\mu \nu}^{\perp} \equiv \delta_{\mu \nu}-\hat{\alpha}_{\mathrm{R}, \mu} \hat{\alpha}_{\mathrm{R}, \nu}$ and $\boldsymbol{M}^{\perp} \equiv \boldsymbol{M}-\left(\hat{\boldsymbol{\alpha}}_{\mathrm{R}} \cdot \boldsymbol{M}\right) \hat{\boldsymbol{\alpha}}_{\mathrm{R}}$.
The results of Eq. (F.9) and Eq. (F.11) are summarized in Eq. (2.30). The coefficients $g_{1}, g_{2}$, and $g_{3}$ are defined in Appendix G.

## Appendix G

## Definition of coefficients $g_{1}, g_{2}$, and $g_{3}$

From (F.9) and (F.11), coefficients $g_{1}, g_{2}$, and $g_{3}$ of Eq. (2.30) are obtained as

$$
\begin{align*}
g_{1}\left(i \Omega_{\ell}\right) & \equiv-\frac{J_{s d}}{\beta}\left(\frac{e}{m}\right)^{2} \sum_{n, \boldsymbol{k}}\left(-\frac{2 \gamma_{\boldsymbol{k}}^{2}}{\alpha_{\mathrm{R}}^{2}}\right)\left[\phi_{\boldsymbol{k}, n}^{(1)}\left(i \Omega_{\ell}\right)+\frac{m \alpha_{\mathrm{R}}^{2}}{\gamma_{\boldsymbol{k}}}\left(\phi_{\boldsymbol{k}, n}^{(4)}\left(i \Omega_{\ell}\right)+2 \phi_{\boldsymbol{k}, n}^{(5)}\left(i \Omega_{\ell}\right)\right)\right] \\
g_{2}\left(i \Omega_{\ell}\right) & \equiv-\frac{J_{s d}}{\beta}\left(\frac{e}{m}\right)^{2} \sum_{n, \boldsymbol{k}} \frac{\gamma_{\boldsymbol{k}}^{2}}{2 \alpha_{\mathrm{R}}^{2}}\left[-\frac{1}{\gamma_{\boldsymbol{k}}} \phi_{\boldsymbol{k}, n}^{(0)}\left(i \Omega_{\ell}\right)+3 \phi_{\boldsymbol{k}, n}^{(1)}\left(i \Omega_{\ell}\right)-\frac{2 m \alpha_{\mathrm{R}}^{2}}{\gamma_{\boldsymbol{k}}^{2}} \phi_{\boldsymbol{k}, n}^{(3)}\left(i \Omega_{\ell}\right)\right. \\
& \left.+\frac{4 m \alpha_{\mathrm{R}}^{2}}{\gamma_{\boldsymbol{k}}} \phi_{\boldsymbol{k}, n}^{(5)}\left(i \Omega_{\ell}\right)\right], \\
g_{3}\left(i \Omega_{\ell}\right) & \equiv-\frac{J_{s d}}{\beta}\left(\frac{e}{m}\right)^{2} \sum_{n, \boldsymbol{k}}\left(-\frac{\gamma_{\boldsymbol{k}}^{2}}{2 \alpha_{\mathrm{R}}^{2}}\right) \phi_{\boldsymbol{k}, n}^{(1)}\left(i \Omega_{\ell}\right) . \tag{G.1}
\end{align*}
$$

Using Eqs. (F.2), (F.6) and Eq. (F.12), the coefficients $g_{1}$ and $g_{3}$ can be written as

$$
\begin{align*}
g_{1}\left(i \Omega_{\ell}\right) & =-2 \frac{J_{s d}}{2^{4}}\left(\frac{e}{m}\right)^{2} \sum_{k} \sum_{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}}\left(\frac{\gamma_{\boldsymbol{k}}}{\alpha_{\mathrm{R}}}\right)^{2}\left[\sigma_{1} \sigma_{2}+\frac{m \alpha_{\mathrm{R}}^{2}}{\gamma_{\boldsymbol{k}}}\left(\sigma_{2} \sigma_{3} \sigma_{4}+2 \sigma_{2}\right)\right] \\
& \times\left(-\frac{1}{\beta}\right) \sum_{n} \mathrm{~g}_{\boldsymbol{k}, n, \sigma_{1}} \mathrm{~g}_{\boldsymbol{k}, n, \sigma_{2}}\left(\mathrm{~g}_{\boldsymbol{k}, n+\ell, \sigma_{3}} \mathrm{~g}_{\boldsymbol{k}, n+\ell, \sigma_{4}}-\mathrm{g}_{\boldsymbol{k}, n-\ell, \sigma_{3}} \mathrm{~g}_{\boldsymbol{k}, n-\ell, \sigma_{4}}\right), \\
g_{3}\left(i \Omega_{\ell}\right) & =-\frac{1}{2} \frac{J_{s d}}{2^{4}}\left(\frac{e}{m}\right)^{2} \sum_{k} \sum_{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}} \sigma_{1} \sigma_{2}\left(\frac{\gamma_{\boldsymbol{k}}}{\alpha_{\mathrm{R}}}\right)^{2} \\
& \times\left(-\frac{1}{\beta}\right) \sum_{n} \mathrm{~g}_{\boldsymbol{k}, n, \sigma_{1}} \mathrm{~g}_{\boldsymbol{k}, n, \sigma_{2}}\left(\mathrm{~g}_{\boldsymbol{k}, n+\ell, \sigma_{3}} \mathrm{~g}_{\boldsymbol{k}, n+\ell, \sigma_{4}}-\mathrm{g}_{\boldsymbol{k}, n-\ell, \sigma_{3}} \mathrm{~g}_{\boldsymbol{k}, n-\ell, \sigma_{4}}\right) . \tag{G.2}
\end{align*}
$$

## Appendix H

## Gauge transformation

Under the gauge transformation $A_{\mu}(\boldsymbol{q}) \rightarrow A_{\mu}(\boldsymbol{q})+i q_{\mu} \Lambda(\boldsymbol{q})$, where $\Lambda(\boldsymbol{q})$ is the gauge degree of freedom, the change in the effective Hamiltonian linear in $\Lambda$ is given by

$$
\begin{align*}
\delta H_{\mathrm{eff}}= & -i \sum_{\boldsymbol{q}} \Lambda(\boldsymbol{q}) \\
& \times\left[\begin{array}{c}
g_{1}\left(\mathcal{A}_{\mathrm{R}} \cdot \boldsymbol{q}\right)[\boldsymbol{q} \cdot \boldsymbol{A}(-\boldsymbol{q})-\boldsymbol{q} \cdot \boldsymbol{A}(-\boldsymbol{q})] \\
+g_{2}\left[\begin{array}{c}
\left(\mathcal{A}_{\mathrm{R}} \cdot \boldsymbol{A}(-\boldsymbol{q})\right) \boldsymbol{q}^{2}+(\boldsymbol{q} \cdot \boldsymbol{A}(-\boldsymbol{q}))\left(\mathcal{A}_{\mathrm{R}} \cdot \boldsymbol{q}\right) \\
-\left(\boldsymbol{\mathcal { A }}_{\mathrm{R}} \cdot \boldsymbol{q}\right)(\boldsymbol{q} \cdot \boldsymbol{A}(-\boldsymbol{q}))-\left(\mathcal{A}_{\mathrm{R}} \cdot \boldsymbol{A}(-\boldsymbol{q})\right) \boldsymbol{q}^{2}
\end{array}\right] \\
+g_{3}\left[\boldsymbol{A}(-\boldsymbol{q}) \cdot\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{q}\right)\left(\boldsymbol{M}^{\perp} \cdot \boldsymbol{q}\right)-\left(\boldsymbol{M}^{\perp} \cdot \boldsymbol{q}\right) \boldsymbol{A}(-\boldsymbol{q}) \cdot\left(\boldsymbol{\alpha}_{\mathrm{R}} \times \boldsymbol{q}\right)\right]
\end{array}\right] \tag{H.1}
\end{align*}
$$

## Appendix I

## Derivation of Eqs. (3.19), (3.20), and (3.21)

This section shows the detailed derivation of Eqs. (3.19), (3.20), and (3.21) from Eq. (3.17) as a same manner in Appendix F. By use of Eq. (F.4) and

$$
\begin{equation*}
\operatorname{tr}\left[\sigma_{\alpha} \sigma_{i} \sigma_{\beta} \sigma_{j} \sigma_{\gamma}\right]=2 i\left(\delta_{\alpha i} \epsilon_{\beta j \gamma}+\delta_{j \gamma} \epsilon_{\alpha i \beta}+\delta_{\beta j} \epsilon_{\alpha i \gamma}-\delta_{\beta \gamma} \epsilon_{\alpha i j}\right), \tag{I.1}
\end{equation*}
$$

the result up to the linear order in $\boldsymbol{q}$ thus reads

$$
\left.\begin{array}{rl}
\chi_{j j}^{\mu \nu}\left(\boldsymbol{q}, i \Omega_{\ell}\right) & \simeq \chi_{j j}^{\mu \nu}\left(\boldsymbol{q}=0, i \Omega_{\ell}\right)-\frac{(-i) e^{2} \lambda^{2}}{\beta V} \sum_{n, \boldsymbol{k}} \sum_{\rho} \\
\quad \times\left\{\begin{array}{c}
-\sum_{i} \frac{1}{\lambda m} \gamma_{\boldsymbol{q}}^{\rho} \hat{\gamma}_{\boldsymbol{k}}^{i}\left(\epsilon_{\mu i \rho} k_{\nu}-k_{\mu} \epsilon_{\nu i \rho}\right)\left(h_{\boldsymbol{k}, n}^{2}-j_{\boldsymbol{k}, n}^{2}\right)\left(j_{\boldsymbol{k}, n+\ell}+j_{\boldsymbol{k}, n-\ell}\right) \\
-\frac{k_{\rho} q_{\rho}}{m} \sum_{i} \hat{\gamma}_{\boldsymbol{k}}^{i} \epsilon_{\mu \nu i}\left(h_{\boldsymbol{k}, n}^{2}+j_{\boldsymbol{k}, n}^{2}\right)\left(j_{\boldsymbol{k}, n+\ell}+j_{\boldsymbol{k}, n-\ell}\right)
\end{array}\right.  \tag{I.2}\\
+\gamma_{\boldsymbol{q}}\left[\begin{array}{c}
\epsilon_{\mu \nu \rho}\left(h_{\boldsymbol{k}, n}^{2}+j_{\boldsymbol{k}, n}^{2}\right)\left(h_{\boldsymbol{k}, n+\ell}+h_{\boldsymbol{k}, n-\ell}\right) \\
+2 j_{\boldsymbol{k}, n}^{2} \sum_{m n^{\prime} o p} \epsilon_{\rho m n^{\prime}} \epsilon_{n^{\prime} o p} \epsilon_{\mu \nu \rho} \hat{\gamma}_{\boldsymbol{k}}^{m} \hat{\gamma}_{\boldsymbol{k}}^{o}\left(h_{\boldsymbol{k}, n+\ell}+h_{\boldsymbol{k}, n-\ell}\right) \\
+2 \sum_{i} \hat{\gamma}_{\boldsymbol{k}}^{i} \hat{\gamma}_{\boldsymbol{k}}^{\rho} \epsilon_{\mu i \nu} h_{\boldsymbol{k}, n} j_{\boldsymbol{k}, n}\left(j_{\boldsymbol{k}, n+\ell}+j_{\boldsymbol{k}, n-\ell}\right)
\end{array}\right]
\end{array}\right\},
$$

where $\hat{\gamma}_{k} \equiv \gamma_{k} /\left|\gamma_{\boldsymbol{k}}\right|, \gamma_{q} \equiv-\lambda \boldsymbol{q}$, and $h_{\boldsymbol{k}, n}$ and $j_{\boldsymbol{k}, n}$ are defined as

$$
\begin{align*}
h_{\boldsymbol{k}, n} & \equiv \frac{1}{2} \sum_{\sigma= \pm} \mathrm{g}_{\boldsymbol{k}, n, \sigma}, \\
j_{\boldsymbol{k}, n} & \equiv \frac{1}{2} \sum_{\sigma= \pm} \sigma \mathrm{g}_{\boldsymbol{k}, n, \sigma}, \tag{I.3}
\end{align*}
$$

where $\sigma= \pm$ is the diagonalized spin index. Using a rotational symmetry in $k$ space, i.e., $k_{\mu} k_{\nu}=\frac{k^{2}}{3} \delta_{\mu \nu}$ and Eq. (I.3), the result of Eq. (I.2) is summarized in Eqs. (3.19), (3.20), and (3.21).
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[^0]:    ${ }^{1}$ By taking into consideration of vertex corrections due to random impurities, the anomalous Hall effect induced by the non-local component of the scalar chirality is theoretically investigated in the case of a weak $s d$ interaction $[39,40]$.

[^1]:    ${ }^{2}$ It was experimentally confirmed that the spin-transfer effect causes nonreciprocal spin-wave propagation due to the Doppler shift in ferromagnetic metals when the electric current is applied [52]. Recent study (Ref. [53]) theoretically showed that the spin-transfer effect can induce the

[^2]:    ${ }^{1}$ See Appendix E for details of derivation of the partition function in the imaginary-time path-integral formalism.

