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Abstract

 Smart home consists of various kinds of Internet of Things (IoT) devices connected to the 

private house that cooperatively provide inhabitants (users) with proactive services related 
to comfort, security and safety. Examples of services include 1) manipulation of lighting and 

temperature based on time and context, 2) reminder service of user's schedules by using the 

nearest output device, and 3) device organization to realize surveillance system. However, 

current smart homes are developed mostly from the viewpoint of technical capabilities, 

where users have to decide how the connected devices are going to serve them. They may 

have to setup the devices based on the available functionalities and specifications of the 

devices, and also have to alter their living styles according to the role of each device. Besides, 

most devices can only provide simple services independently. Thus, cooperation among the 

devices is important. 

   On the other hand, human-centric approach, which centered on humans' need to en-

hance their living experience, is an important technological paradigm where services are 

provided anywhere and anytime based on situation. Smart home abiding this approach 
should cooperatively maximize fulfillment of quality of life (QOL) for individual users sub-

ject to personal constraints. In this respect, the devices are bound to enable communication 
of information, and their operations are coordinated to deliver services cooperatively via a 

sequence of device actions called a plan. 

   Due to personalization and automation, a number of problems have to be solved. First, 

a means of automatic binding between loosely coupled devices depending on services de-

livered have to be devised, as manual setup is impractical. Secondly, coordination of de-

vices needs to generate complex plans, without requiring manual specification of sub-plans. 

Besides, issue of over-constrained goals during service provisions that arises from flawed 

or contradicting specification from multiple users should be considered. Apart from that, 

low training data in general environment setting for individual identification should be 

addressed. 

  The aim of this research is to establish an integrated system for the human-centric smart 

home (HcSH) that provides personalized service through loosely coupled devices automat-
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ically. This research modularizes the overall system into three modules, which are human 

identification (HIM), automated planner (APM), and semantic reasoner (SRM). HIM helps 

select the appropriate QOL, SRM binds the devices by associating them with planning com-

ponents, which are then used by APM to generate plans for device coordination to maximize 

QOL fulfillment. 
  Chapter 1 gives the introduction and design motivation. Chapter 2 presents the related 

works and literature reviews, as well as justifications relevant to this thesis. 

 Chapter 3 deals with HIM, which is realized via face identification. For face identifi-

cation, problems faced are heavy computational load and insufficient learning data. The 

solution is to use transfer learning to handle data issue while being able to build general-

ized face model. For face model refinement, active learning is implemented. Experimental 

results show the method is competitive in terms of accuracy and computational cost com-

pared to current state of the art. 
  Chapter 4 presents APM, where planning via solving Constraint Satisfaction Problem 

(CSP) is laid out. CSP in planning is declarative without requiring prior specification of 

sub-plans, and can handle variables of larger domains. Due to the high possibility of having 

over-constrained QOL as in practical cases, CSP planner cannot fulfill all of them. An exam-

ple is a contradicting TV channel request from 2 persons. Optimization through weighted 
CSP is therefore used to maximize QOL fulfillment. Experiments on weighted CSP shows 

that the method is capable of performing optimization while generating complex plans. 

  Chapter 5 is on SRM, where knowledge representation is constructed by Web Ontology 

Language (OWL) description logic. It models knowledge on home and building layout and 

device functionalities. OWL is used because it is decidable and that it is endorsed by World 

Wide Web Consortium (W3C). We deal with case studies based on further inference on 

building state as an important example to discuss the applicability of the proposed method, 

and demonstrate the use of building ontology. This is followed by automated device binding 

and the method to generate basic planning components of rules in automated planning. 

Finally, an extension to robot complex planning is provided to demonstrate how it can be 

easily extended. 

  Chapter 6 demonstrates the applicability of the HcSH, which integrates all three mod-

ules through its implementation in a prototype smart home with 5 rooms, which houses 2 

persons. Various tests are performed to show the generated plans are near optimal without 
redundancy. The system is also shown to be scalable given increasing amount of devices. 

Case studies show that the system can perform well even under short time threshold. 

  Finally, chapter 7 summarizes the thesis. Future vision of the work is also laid out, which 

is to implement it as a community-centric system.
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Chapter 1

Introduction

  "Smart home" is defined as a communication network with sensors and actuators that 

combines building automation components with other information sharing components in 

the private home, where building automation is related to the control and communication 

networks in buildings [39]. The smart home observes the inhabitants and provides proac-

tive services that can deliver comfort, security and safety, energy saving and sustainability. 

It integrates the devices and information pertaining the home to provide services, which 

are activities to fulfill desires of recipients. In this thesis, the notion of "service" is used to 

abstract away the specifics of software and hardware implementation through the engage-

ment of standardizations and well-defined functional descriptions.

1.1 Current State of Smart Home

 The Internet of Things (IoT) is the next step in the evolution of wireless networks, Big 

data, and connected devices. Sensors shrink in size and start to transition from our smart-

phones to other everyday objects that can broadcast themselves in the web [45]. At the 
beginning, the goal of IoT was to attach RFID tags on objects such that a virtual representa-

tion can be made that relates to the physical entity. The novelty of IoT is to connect objects 

or things to Internet, hence connecting the physical world to the virtual world. 

Market analysis predicts the IoT will double in size to nearly 50 billion things by 2020, 

comprising a $1.7 trillion market 1. Their application extends from power plant, factories, 

and jet engines performance monitoring to vital signs collection from bracelets and watches 

for medical and health purposes. In each of these cases, the IoT is both saving lives and 

transforming industries and societies. 

1See http://www.idc.com/getdoc.jsp?containerId=prUS25658015
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CHAPTER 1. INTRODUCTION

  One of the greatest extensions is the realization of smart home. Smart homes typically 

evoke visions of robot maid or refrigerators ordering milk from Amazon or home that tends 

to your entertainment needs, but they also offer possibilities for energy and cost savings, 

 greater home efficiency  through automation, as well as improved home security. Smart 
homes use communication and networking technology to integrate the various common 

devices and appliances found in almost all homes, plus building environment systems more 

common in factories and offices, so that an entire home can be controlled centrally and/or 

remotely as a single machine. Smart homes have the potential to provide for consumers' 

growing expectations of convenience, sustainable living, safety, and security. Besides, it can 
also be an entertainment hub, communication center, and an extension as smart assistant 

that helps us in our daily living [66]. From the Gartner Hyper Cycle for emerging technolo-

gies shown in Figure 1.1, Connected homes and IoT Platforms are on the rise in expectation. 
Consumers are expecting an integration of IoT devices through a suitable platform in or-

der to realize a smart and connected home. It is reported that 77% of people believe smart 

homes will be as common in 2025 as smartphones 2. 

  Major technology companies waste no time in diving into the world of smart home 

and smart devices to provide a self-sustaining ecosystem of intelligent control and sensing. 

Apple has introduced the HomeKit, a framework for communicating with and controlling 

connected accessories in the user's home 3. Google Nest develops various smart products 

like the Nest Cam and smart thermostat that can also act as a hub for various other devices 
4. Samsung SmartThings enables monitoring and control of the home securely 5. Amazon 

delivers Echo, a smart hub with smart agent control that controls everything from home 

entertainment to light control. It is also compatible to other smart devices from WeMo, 

Philips Hue, Samsung SmartThings, Wink, Insteon, Nest, and Ecobee 6. Huawei gets involve 

by deploying its cloud-based platform for Telefonica to develop an end to end smart home 

solution 7. 

  Besides devices and physical hubs, certain useful general applications and services for 

smart home are created that can equally be useful, such as Yonomi, which prides itself 

on being one of the few home automation services that doesn't require the purchase of a 

central "hub" or physical syncing device 8. IFTTT (Short for "If This Then That) is a unique, 

2See https://newsroom .intel.com/news-releases/intel-securitys-international-internet-of-things-smart-
home-survey/ 

3See https://developer .apple.com/homekit/ 
4See https://nest .com/ 
5See https://www .smartthings.com/ 
6See http://www .amazon.com/Amazon-SK705DI-Echo/dp/BOOX4WHP5E 
7See http://www .huawei.com/en/news/2016/2/Smart-Home-category-in-Latin-America 
8See http://yonomi .co/
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1.2 Human-centric Approach 

  As Mark Weiser, the pioneer in ubiquitous computing, puts it: technologies should fit 

the human environment, instead of humans having to adapt to technologies [140]. [82] has 

argued that smart homes are developed mostly from the viewpoint of technical capabilities, 

which is considered ego-centric. Gadgets are running well ahead of consumer desires, and 

thus, they haven't yet found reasons to buy 10. If support or connection is lost or any outages 

are encountered, most gadgets cannot stopped gracefully as exhibited by the Nest smart 

  9See https://ifttt.com/categories/connect-your-home 
  10 See http://www.wsj.com/articles/smart-home-gadgets-still-a-hard-sell-1451970061 
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 Thermostat 11. High profile cases like Quirky sell of bid for Wink home automation hub 

from Flextronics 12 and the discontinuation of Resolv's smart home hub from Nest 13 exhibit 

such problems. Consumers are left hanging and uncertain of the gadgets they purchased. 

Besides, most devices can only provide simple services independently. Thus, cooperation 

among the devices is important. 

  Leitner proposes to shift the smart home paradigm from technological capabilities to 

that which centered around human's need to enhance their living experience, which is 

called human-centric [82]. Figure 1.2 illustrates the difference between ego-centric and 

human-centric approach in the adoption of technology. But it is by no means stated that 

technical capabilities are unimportant. In fact, they are extremely crucial in realizing the 

smart home with their technological capabilities. The emphasis is that smart home should 

function in a way that tries to satisfy personal goals based on devices connected to it, in-

stead of humans having to decide how the devices are going to serve them. Besides, most 

devices can only provide simple services independently. Thus, cooperation among the de-

vices is important. That said, every person has a set of goals or constraints that they hope 

the smart home can fulfill. The smart home's role is perform binding and control of devices 

to fulfill such goals cooperatively. 

The smart home devices can be used individually, or can be coordinated through com-

plex plans14 to achieve goals. For example, garden lights, security camera, video streaming 

"See http://www.cbc.ca/news/technology/nest-smart-home-problems-1.3410143 
12See http://fortune.com/2015/09/22/quirky-files-bankruptcy/ 
13See http://www.wired.com/2016/04/nests-hub-shutdown-proves-youre-crazy-buy-internet-things/ 
14A plan is a sequence of actions to be performed by the devices

4
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service and television (where all these individual devices can be used individually) can be 

coordinated given an alarm is triggered such that video from the camera be sent to the TV 

that is turned on, with the lights turned on as well, to form a monitoring system. Therefore, 

 smart home should possess the capability to perform late binding15 of devices due to them 

being loosely coupled 16 without too much manual effort from the user. It must also support 

intelligence for device configurations, making choices and generating complex plans. "In-

telligence" refers to the capability to make inference (or reasoning) of logical consequences 

from a set of facts, where, in the context of this thesis, are axioms pertaining the home 

layout, device functions and classes, and ontologies that provide the necessary schema for 

inference. 

  Given that most goals are over-constrained, smart home should try to maximize the 

fulfillment of personal goals that are often conflicting. For example, it should try to fulfill 

as much as possible the requests made by both the mother and daughter who wants to 

watch TV but both having different channel preferences. 

  Abundant researches had been done (refer to literature review in Chapter 2) on device 

binding, service composition, automated planning and knowledge representation for the 

smart home, but from current literatures, there is no known works on device binding and 

implementation of the smart home that maximizes fulfillment of personal goals. 

  Given that, the concept of design is "Personalized service provision of loosely cou-

pled smart home devices with optimization and semantic reasoning capability". Therefore, 
human-centric semantic reasoning and optimization for smart home is proposed. Seman-

tic reasoning deals with device binding, while optimization deals with the maximization of 

personal goals fulfillment. Human-centric computing is a new technology paradigm where 
computing resources are provided to humans anywhere and anytime based on their situ-

ation [67]. The work in this thesis devises a system to deliver human-centric computing 

with the available devices and service providers around for the smart home. With this sys-

tem, human-centricity applies to the binding of devices and implementation to maximize 

the fulfillment of personal goals of every user within the vicinity of smart control. As this 

system is meant to be augmented into a home to realize a smart home, in this thesis, the 

terms human-centric system and human-centric smart home will be used interchangeably. 

In the context of human-centricity, quality of life (QOL) is a set of personalized objective 

goals that needs to be fulfilled. Every person has their own QOLs, which are constraints 
that should be fulfilled for them, such as that they prefer dim lights at night when they just 

wake up, the duration between meal times must not exceed certain amount of time, sleep-

  15 association between different devices during run-time 
16devices that have little to no knowledge of the definition of others
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ing duration should not exceed certain amount of time, medication schedule etc. These 

constraints are objective and pragmatic such that they can be explained via logic or math-

ematical formulation. This work does not deal with subjective goals like trying to improve 

a person's mood (unless there is an objective indicator and pragmatic executions to handle 

such problems, which, as of now, is not possible). For unidentified people or people without 

any records, a default QOL can be assigned to them. Therefore, two main parts of work are 

required, which are: 

1) Real-time open set face identification that is invariant to transformation for determining 

the identity in order to select their QOL for the smart home 

2) Service provision by the smart home with reasoning capabilities that revolves around 

 the human it is responsible for to maximize the QOLs 

The first part deals with identifying and selecting appropriate QOLs and data to be run 

by, the second part, which tries to fulfill the QOLs. The second part requires automation 

to bind and coordinate devices, as well as intelligence to provide necessary information 

crucial for automation. 

  Devices abiding to the computing paradigm of human-centricity do not need informa-

tion of what other devices are doing or their capabilities, except their own. The devices 

are connected to the central controller, which reasons and controls them according to the 

functionalities and semantics of the devices (which means the devices need to have enough 

information about themselves in terms of their functions and meaning to feed to the central 

controller). It is up to the central controller to bind the devices together depending on sit-

uation. In this respect, the devices are bound to enable communication of information, and 

their operations are coordinated to deliver services cooperatively via a sequence of device 

actions called a plan. 

  The aim of this research is to establish an integrated system for the human-centric smart 

home (HcSH) that provides personalized service through loosely coupled devices automati-

cally. It provides a platform to implement human-centricity through modularizing the over-

all system into three modules, which are human identification (HIM), automated planner 

(APM), and semantic reasoner (SRM). Figure 1.3 shows the discrete methodologies used to 

achieve human-centric smart home. HIM helps select the appropriate QOL, SRM binds the 

devices by associating them with planning components, which are then used by APM to 

generate plans for device coordination to maximize QOL fulfillment. 
  HIM identifies (and possibly tracks) people who are within the vicinity of control such 

that their personalized data can be extracted, like their personal information and QOL. 

  With the devices connected to the smart home and the house layout, SRM will asso-

ciate device nodes and wrapped up their atomic services. These are performed to generate
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planning operators for APM, as well as generating rules for decision making during plan-

ning. Apart from inherent ontology, SRM obtains information from structural information 

(information regarding home layout and adjacency), service information (functional infor-
mation and classes of the connected devices), and state information (variable instantiations 

 from devices, humans and home). Personal information and QOLs (selected by HIM) are 

also used during the generation of planning operators. 

APM performs automated planning that coordinates the devices to maximize all QOLs. 

Planning is done using planning operators generated from SRM. Therefore, state informa-

tion is fed into this module as initial condition. The output of APM is the manipulation of 

state information. Given this model, QOLs are a set of conditions for the state informa-

tion. APM tries to manipulate these state information to maximize the QOL fulfillment by 

coordinating the available devices that are connected to it. 

The definition of "Human-centricity" used in this thesis is the emphasis around human's 

need to enhance their living experience, where computing resources are provided to them 

anywhere and anytime depending on situations. Various smart homes that fit this defini-

tion are built, but problems faced are the need for manual configuration and procedural 

programming to obtain the services that are specific. That said, this thesis refers to these 

as smart homes providing human-centric services. There is a subtle difference between this 

aspect of smart home and this thesis's work. The thesis's emphasis is on building automa-

tion of the smart home that can be automatically configured, depending on the devices 

connected to the smart home. Contrary to the former, this thesis is on smart home that 

provides human-centric automation (through reasoning and optimization), where the def-
inition of human-centricity points to the fact that the automation will maximize personal 

goals of human (thus, enhance their living experiences) given the devices available around 
the home (thus, services provided anywhere and anytime). 

  To avoid confusion between this work and context-aware computing, smart home can 

be divided into two parts, 1) sensing and classification part, and 2) knowledge represen-

tation and automation. Context-aware computing refers to a system that can sense the 

environment and adapt. Sensing and classification of new information is the key. There-

fore, it lies in the first part. On the other hand, this work is on the second part, where it 

uses the sensed and classified information from part 1 to perform control and coordination. 

Information from part 1 provides the objective indicators as mentioned previously.
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Figure 1.3: Gist of methodologies for human-centric smart home

1.3 Problems and Objectives 

  The proposed system delivers personalized service provision through automation and 

intelligence, which reduces manual effort from human. Due to personalization and automa-

tion, a number of problems have to be solved. 

  To reduce manual effort is to reduce the need to configure the devices. The devices need 

to be loosely-coupled, and are only bound during run-time when necessary. 

  Most devices can only provide simple services each. To extend their usefulness, multiple 

devices have to work together and also sequentially. Such tasks require more complicated 

plans, which assemble a sequence of activities to coordinate the devices. 
 A prominent challenge is due to over-constrained specification. QOLs, which are a set of 

personalized constraints, can often be over-constrained or contradictory due to imperfect 
specification by the user, or due to multiple people having contradictory constraints. 

Finally, identification that is impervious to variances in order to extract QOLs need to 

be open set, and that it can work under low training data, is required. This is because homes 

are unique, and the intention of this system is to be able to be implemented over a wide 

range of homes. 

Given the challenges, the objective is to devise a declarative approach (contrary to pro-

cedural approach that requires much manual effort overhead) capable of generating corn-
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plex plans after automatic device binding, where the generated plans will provide the means 

to coordinate the devices. Optimization will be used during planning to deal with issue of 

over-constraint. Open set face identification is developed, which utilizes transfer learning 

to handle problem of low training data. Methods used are supported by literature reviews 

as explained in Chapter 2. 

  More detailed objectives are below:

Open-set face identification: 

   • Development of real time open set face identification with transfer learning 

 • Design of prototype data compression method for efficient  storage and processing 

Service provision with reasoning capabilities: 

   • Establishment of a declarative approach in implementing service oriented architec-

    ture (SOA) to achieve late binding of devices 

   • Implementation of automated planning and optimization via constraint satisfaction 

   • Establishment of ontology for knowledge representation that supports knowledge 

    sharing and device binding 

   • Implementation of personalized service provision through QOL maximization 

  Semantic reasoning is needed for device binding, such that their services can be coor-

dinated to maximize (or optimize) the fulfillment of personalized goals in the smart home, 

and thus, the title "Human-centric semantic reasoning and optimization for smart home".

1.4 Thesis Scope and Organization 

This work is on service provision that tries to fulfill personalized QOLs. This is realized 
through the devices that are connected to the system. Therefore, this work emphasizes 
on the planning to coordinate devices, instead of acting, which deals with the low level 
implementation. Distinction between planning and acting can be found in [53]. Although 
not directly on acting, this work follows certain standardization in device specification that 
allows abstraction, and a link between the planning and acting part. That said, middlewares 
and communication protocols will not be emphasized. 

  This work is also intended to be general. The intention is for it to be used by developers 
in realizing a human-centric system. Therefore, specific service type will be used only for
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case studies to verify the proposed system. Hence, test is done on the optimality and time 

consumption of the system, which must be scalable. 

  Besides that, the proposed system requires constraints that depend on objective indi-

cators, and plausible pragmatic executions to fulfill them. Therefore, states involving sub-

jectivity like sentiments should be encoded in a way such that the encoding objectively 
reflects the intended meaning relative to task (which is decided by the designer or pre-

specified standards). Encodings can be obtained from direct measurements (if there is any) 

or indirect inferences (which may involve machine learning on multiple sensor inputs or 

the construction of reasoning structures like the probabilistic graphical models). In short, 

a means of measurement is needed to objectify factors that we need to use as indicators. 

  As stated, the theme is the personalization of service provision of loosely coupled smart 

home devices. This work requires face identification in order to select the QOL of the iden-

tified person to optimize. Therefore, real-time open set face identification that is able to run 

on low powered processors is built such that they can be accommodated for various smart 

devices as shown in Chapter 3. Transfer learning and incremental learning (implemented 

under spatio-temporal association) to assist face identification are also developed to handle 

 insufficient  face prototype. At the same time, the algorithm requires a special reformulation 

of problem that can help in storage and processing. 

  For the second part of objectives, which is service provision with reasoning capabil-

ities, constraint processing in automated planning is devised to support loose binding of 

devices to fulfill goals, which is in accordance to SOA architecture as presented in Chapter 

4. Extension to optimization is explained as well. Knowledge representation and ontology 

construction for semantic inference of the smart home and variable binding are explained 

in Chapter 5. All these fulfill the objectives under Service provision with reasoning ca-

pabilities. This work is intended to be general. Thus, no particular information structure 

is assumed. It acts as a framework to support various applications via different design of 

services and ontologies. But for experiment purposes, this thesis adapts the system to Infor-

mationally Structured Space (ISS) (explained in Section 2.5), which provides the information 

structure for the smart home. 

  Figure 1.4 shows the organization of the thesis. The description is as follows: 

  Chapter 2 provides the related works for this thesis relevant to the research done that 

supports the objectives given, which involves face recognition, building automation system 

and knowledge representation for the smart home. It also gives a brief description of ISS, 

which provides the design motivation behind the system as well as the architecture and 

modules that make up the whole functioning structure, and how ISS is going to relate to 

this work to be interfaced with personalized service provision.
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  HIM is explained in Chapter 3. This chapter starts off by presenting the general frame-

work to give a rough idea of the whole recognition system. It then details the image pre-

processing required to obtain appropriate image representation. Detailed mathematical for-

mulation of the problem is presented in Section 3.3. Analysis and modifications for transfer 

learning is detailed in Section 3.4, followed by algorithmic implementation of recognition 

and data mergence in Section 3.5. For real-time incremental learning, Section 3.6 explains 

the spatio-temporal association method to achieve that. Finally experiments to verify the 

validity of the face identification system for open set problem and real-time problem, as 

well as computational evaluation, are shown in Section 3.7.3.1. 

  Chapter 4 explains APM that uses constraint satisfaction approach in realizing auto-

mated planning for the smart home, which coordinates devices and can support complex 

sequence of plans. Planner module that supports dynamic re-planning is shown in Sec-

tion 4.1. Domain description and planning as constraint satisfaction problem is given in 

Section 4.2 and 4.3 respectively. Enhancements for planning is then shown in Section 4.4. 

This is followed by case studies of planning using hard constraints in Section 6.2.3. Due 

to hard constraints not being able to perform optimization, in Section 4.6.1, constraints 

are equipped with weights to support plan optimization. Experiments are also shown to 

validate the method. 

  Chapter 5 explains the SRM, which gives the knowledge representation method for 

smart home intelligence and variable binding for automated planning. Section 5.1 provides 

description of building ontology construction as well as case studies that utilizes it for fur-

ther inference on the state of the building. This is followed by Section 5.2, which details 

the method to generate rules for automated planning from semantic associations of con-

nected devices. Finally, an extension to robot planning with ontology support is provided 

in Section 5.3. 

  Chapter 6 describes the implementation of human-centric system in a prototype smart 

home to demonstrate the applicability of the approach. 

  Finally, Chapter 7 summarizes the thesis, where future work is also laid out.
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Chapter 2

Related Works

2.1 Building Automation System

  Due to high overhead cost to establish a smart home that caters for individual use, 

building automation system (BAS), which is a much cheaper choice, is preferred [15]. Be-

sides, current smart homes still remains mostly in experimental stage. Therefore, it is more 

practical to extend the current domotic system. With various vendors providing devices 
with their own functional goals, to maintain interoperability of devices connected to the 

 BAS, various middleware support are also available, such as OSGI, KNX, UPnP, X10, Open-

WebNet and DPWS. Various home automation systems have been developed over time as 

subsequently described. 

  Home automation for inferring environment state is developed in [17]. It uses DogOnt 

ontology [16] to determine environment states like whether a certain room is smoke free 

and mosquito free depending on which rooms are adjacent and whether certain doors or 

windows are open or not. Although it does not include service composition, since it only 

deals with sensory information, nevertheless, it provides insight in generating rules as goals 

for service composition to work on. 

  In [111], enhancements are made to the KNX standard in order to support knowledge-

based and context-aware functionalities in home automation. The work uses knowledge 

representation and automated reasoning to create a self-adapting framework for managing 

user profiles and device services. Rule matching need not be exact, where it allows potential 

or intersection matches, which is the case in most practical situations. Interestingly, the 

system also supports partial or disjoint matches, where requests and supplied resources 

have conflicting features and when no other matches are possible. Service composition is 

performed through constant running of Concept Abduction algorithm [38] and selecting
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services to cover missing features. But such service composition will not be applicable if 

service sequence is crucial. Situation is made worse under uncertainty. A more flexible 

system is developed in [86], where the case study is to maximize human comfort and energy 

 efficiency. 

  Building automation adopting SOA and device profile for web service (DPWS) is pro-

posed in [57]. Context information is obtained for processing before being used to guide 
service composition, complemented by policy rules and composition plans. The system also 

includes reasoning capability through building ontology. To handle dynamic changes dur-

ing service composition, it uses service composition plans to describe users' requirements 

by Composition Plan Description Language (CPDL). Similar to [111], service composition 

does not support construction of complex sequence of services, such as the case of robot 

query on user's preferred activity before preparing the environment for such activity. 
  Kaldeli et. al. [70, 71] developed a home automation service composition based on SOA 

that is capable of complex composition of a sequence of services using constraint process-

ing. Unlike previous methods, the system does not require manual construction of sub-

plans. It handles context awareness and is able to deal with uncertain situation by dynamic 

re-planning. By using constraint processing, it can also handle variables with large domain 

efficiently. But the work does not consider intelligence or make use of ontology and knowl-

edge base for reasoning. Besides, although sub-plans need not be manually made, this comes 

at a cost where the logical rules have to be painstakingly specified as propositional logic. 

  To enable complex reasoning, semantic information pertaining the domotic environ-

ment can be organized by knowledge represented through a suitable ontology schema. [71] 

and [57] argued that the main focus of previous platforms of pervasive applications is on 

device interoperation and spontaneous networking, which do not consider complex and 

intelligent functionalities involving higher levels of information. Dynamic composition of 

complex sequence of services under uncertainty is necessary. Currently, to enable higher 

functionalities, tedious programming is required from the user side. Besides, certain ap-

plications require manipulation and reading of values, such as counting. [71] uses artificial 

intelligence method, namely constraint processing, to handle such service composition task 

where variables of a wider domain is required in the planning process. It offers a declarative 

approach for planning where services are loosely bound. The disadvantage is that there is 

no intelligence and reasoning involved. It performs service composition through solving 

Constraint Satisfaction Problem (CSP), and implements them by appropriate devices. Its 

implementation requires logical rules that need to be manually defined.
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2.2 Web Technologies for Home Automation

  Recent progress in information processing and communication technology has made 

 possible the creation of smart home, smart environments and office  buildings that is able to 
increase comfort, security and efficiency. Ambient intelligence played a big part, which has 

the aim of surrounding building inhabitants with intelligence and unobstrusive sensors and 

actuators to acquire knowledge, adapt and dispense favorable services [114]. Mobile devices 

are utilized and objects (including non-electronic objects) are assigned with RFID tags that 

carry their information essential for the construction of knowledge structure and inference. 

  This is further enhanced by the progress of web technologies and the introduction of 

the semantic web, where various tools for knowledge representation, semantic annotations 

and querying are developed and standardized by the World Wide Web Consortium (W3C). 

This progress also brings forward the Internet of Things (IoT), where everyday objects are 

equipped with embedded data and communications capabilities. With this, IoT realizes the 

concept of pervasive and ubiquitous computing that is crucial for ambient intelligence. 

  Web service aims to change the web from a database of static documents to an elec-

tronic platform for conducting business. The widespread adoption of web services is due 

to its simplicity and data interoperability provided by various technology like Extensible 

markup language (XML), Simple object access protocol (SOAP) and Web services descrip-

tion language (WSDL). The issue is that data in the web is represented as just mere data 

for the sake of presentation. Associations between them for semantic interoperability and 

reusability are difficult. Semantic web is introduced by Tim Berners-Lee, which is an exten-

sion of the current web where web information are endowed with semantics such that they 

can be operated and processed by machines [10, 115]. Its initiative addresses the problem 

of XML's lack of semantics by developing a set of XML based languages, such as Resource 

description framework (RDF) and Web ontology language (OWL). 

  RDF is used to model information found on the web in a structured manner to manage 

distributed data [138]. Unlike relational database, it models data as graphs [4]. All the se-

mantic web standards are built on this foundation of distributed data. RDF does this in the 

form of triples, which consists of three parts: a subject, a predicate and an object. Using this 

form, a model of almost any information can be represented by combining triples. 

  Substantial amount on research has been done that utilized Semantic Web Technologies 

to build intelligent applications in various domains [64, 90, 108]. They have been applied 

to domotic applications [15, 111], agent communication [103] and emergency management 

[116] that exploits the knowledge structure built up via tools such as the ontology markup 

language (DAML, OWL), rule mark up language (SWRL), querying tool SPARQL and RDF
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schema, all of which are endorsed by W3C. 

  Description logics (DLs) are a family of knowledge representation languages used for 

ontological modeling [75]. DLs are equipped with formal semantics that allows the ex-

change of ontologies without ambiguity as to their meaning. They also enable inference 

to be made given the axioms stated in the ontology. The advantage of using description 

logic is that they are always guaranteed to terminate during inference, unlike using pure 

First Order Logic (FOL). There are different kinds of DLs. We choose OWL Web Ontology 

Language to model the building ontology due to its compatibility with the semantic web 

endorsed by W3C. Besides, it subsumes the capabilities of RDF schema and RDFS-Plus.

2.3 Automated Planning for Home Automation

  Researches related to web services and semantic web provide concepts and technologies 

that can support service discovery, the design and implementation of services, as well as 

providing machine understandable semantics for reasoning. Service composition is initially 

applied to create composite services for various complex business requirements like travel 

booking applications. Overtime, the idea is adopted by ubiquitous and pervasive comput-

ing due to its ability to discover services and enable loose binding of services. In order 

to support service discovery and composition, web services are endowed with semantic 

markups that describe their functionalities, properties and conditions (pre and post condi-

tions of the service). With the semantic markup, it is much more convenient to discover, 

plan, reason and monitor services, instead of relying on detailed descriptions of the func-
tions. Advancements in the web of things and web service technologies can shed light on 

service composition for home automation. To enable complex reasoning, semantic infor-

mation pertaining the domotic environment can be organized by knowledge represented 

through a suitable ontology schema. 

  Web services are technologies that can support the design and implementation of dis-

tributed system. The prominence of the web of things and advancement in web services 

shed light into service composition for planning in home automation, as they concern the 

interoperation of different objects. There are a lot of similarities between both of them, 

that is, high heterogeneity of objects, dynamic environment due to objects connection and 

disconnection from the system or due to contextual changes, and the need for integration 

and coordination of different objects to deliver complex services. Service oriented archi-

tecture (SOA) [104] complemented by automatic service composition provides the crucial 

approach in delivering what is required of home automation. SOA consists of independent 

but interoperable services that are loosely coupled, where each service only exposes its
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functionality to others, keeping the details of implementation hidden. Besides, user can use 

the composition capabilities of SOA without having to deal with details and technicalities 

[84]. As argued by [71], previous platforms of pervasive applications focus only on device 
interoperation and spontaneous networking, without considering complex and intelligent 

functionalities involving higher levels of information. Thus, tools and design concepts of 

web services can be applied for intelligent home automation. Currently, W3C standard of 

service description through Web service description language (WSDL) and message format 

between services through Simple object access protocol (SOAP) is regarded as the most 

popular implementation of SOA. 
  A large amount of work has been done on dealing with web services from service dis-

covery to policy checking. Here, we will concentrate on service composition. More detailed 

review of web service composition can be obtained from [118]. Initially, service composition 

is applied to create composite services for various complex business requirements. Over-

time, the idea is adopted by ubiquitous and pervasive computing. In order to support service 

discovery and composition, web services come with semantic markups that describe their 

functionalities, properties and conditions (pre and post conditions of the service). With the 

semantic markup, it is much more convenient to discover, plan, reason and monitor services, 

instead of relying on detailed descriptions of the functions. It endows them with capabil-

ities of being a planning operator. Several well-known workflow languages are developed 

for semantic descriptions, such as WSDL-S, OWL-S and WSMO. 

 With the advancements made in web services and Al  planning, these works are ex-

tended to various real-life applications. Service composition has been applied to work flow 

planning for disaster management. To handle hydrogeological disaster, in [11] a tool was 
developed to generate abstract plan and translate it into an executable process language via 

WS-BPEL that takes environmental changes into account. A system to handle fire emergen-

cies with context awareness is developed by [41]. Virtual objects, which are derived from 

physical objects ranging from security guards to specific sensors to location entities, are 

managed through semantic ontology model. With the concept of web of things, semantic 

ontology model is established to enable information reusability, extensibility and interop-

erability. Decisions and plans during a fire incident are obtained from the assistance of log 

repository of previous similar circumstances. In [57], SOA is applied to building automa-

tion, where context information is collected and processed in order to compose plans for 

device/service coordination. Web connected sensors for home surveillance is implemented 

in [62]. Web service composition also gains prominence in the field of engineering and 

industrial automation [41, 106] and smart grid application [49] as well as energy saving 

application [51].
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  In [74], OWLS-Xplan uses the semantic descriptions of atomic web services defined in 

OWL-S for planning purposes. The XPlan planning module will then generate the compos-

ite services. In the work, an XML dialect of planning domain definition language (PDDL) is 

developed, thus, the system is PDDL compliant. Although the system obtains semantic de-

scriptions in OWL-S, it is not utilized and semantic awareness is not achieved. In this case, 

the planning module is required to perform exact matching for service inputs and outputs. 

  In [58, 59] a framework was developed that converts web service composition tasks into 

planning problems expressed in PDDL. The framework will then convert the devised plan 
into an OWL-S composite process description. The framework translates atomic OWL-S 

processes to planning operators, from which it derives the set of actions to achieve goals. 
When no exact composite services can be found, semantic information is utilized to obtain 

composite services that best approximate the goal. 

  To deal with complex tasks and to reduce planning complexity, hierarchical task net-

work (HTN) [50] is introduced. It uses method definitions in its planning domain descrip-

tion, which specifies how the complex tasks can be broken down into more manageable 

tasks [121, 6]. The planning problem can then be specified as a list of tasks to perform. 

The planner will then solve the problem by applying the breaking down of tasks to every 

task in the task list. This process continues until the tasks are reduced to their atomic plan-

ning operator constituents that corresponds to a solution plan. The main disadvantage of 

this approach lies in the fact that the planning process requires that certain decomposition 

rules be specified due to its hierarchical nature. This means that it needs to be encoded in 

advance by an expert. 

  Other popular planning solutions for service composition are based on the Golog lan-

guage. Golog is a logical programming language and has been further developed in [93] 
to support customized constraints and non-determinism in sequential executions. Through 

PDDL, it has been used in order to support service composition. Modeling through Situation 

calculus, the encoding and translation process for this approach is relatively complex. 

  Answer set programming (ASP) is another popular approach used for planning [146, 

149]. It is a declarative language that is suitable for knowledge representation and non-

monotonic reasoning. [146] integrated ASP with cost learning to improve the performance 

of the planner for robot planning, while [149] combines with MDP to endow it with the 

capability to handle uncertainty. At the moment, for complex sequence of services, these 

methods require heavy computational load the long planning time. 

  The methods discussed thus far require exact match ups between inputs, outputs and 

variables, or that it assumes certain ontologies to handle heterogeneities, or requires speci-

fications of user anticipation and procedural templates. Domain and goal modeling through
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Constraint satisfaction problem (CSP) is developed to create a language that allows users 

to express goals without having to know about the details and interdependencies between 

services [71, 70, 69]. Its domain representation is of similar concept with the Multi-valued 

Planning Task (MPT) encoding [61]. Besides, another advantage is that it is able to handle 

variables with large domain efficiently, which is quite prevalent in the field of building au-

tomation such as temperature value and user location. Although the CSP planner might be 

slower than some state of the art methods [109, 6, 63], it can support complex goals and can 

 handle variables with large domain efficiently.

2.4 Face Recognition

  The presence of domestic robots is quite common nowadays, which ranges from house-

hold robots to edutainment robots. However, one type of robot that is also rising to promi-

nence is the robot partner that provides security, assistance and companionship to human 

occupants. They provide temporary companionship and also a focus point for other services 

like tele-presence, news announcement and entertainment. 

  To ensure favorable interaction with robot partner's human occupants, face recogni-

tion is one of the fundamental requirements as interaction mode and style differ between 

individuals. Apart from just identification or verification, it also needs to discern whether 

a face is considered familiar or not, which is termed as open universe scenario recognition. 

The HIM will be on open universe real-time face recognition. Given unconstrained and un-

cooperative condition during recognition, it also needs to be able to run on low powered 

processors, which is the case for most robots' onboard processors. Designing a good robot 

partner means seriously taking the tradeoff between accuracy and computational load into 
account. 

  Three issues we are addressing are different modality, recognition under uncontrolled 

condition and low computational load. 

  One can think of different modality as capturing images under different hardware like 

Kinect, webcam and security cameras, which imposes different scale and resolution. Recog-

nition under different modality is limited to comparing normal photo images, and does not 

involve heterogeneous recognition [73]. Robot partners need to recognize faces under un-

constrained and uncooperative situation [34]. It includes recognizing faces under different 

poses, expression and illumination. An efficient and fast method needs to be devised for the 
task without imposing constraints to its human occupants as this will hamper robot-human 

interaction. 

  As low powered processors normally run robot partners, face recognition process can-
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not be too heavy. For this work, we will use the iPhone 5s as a case study to function as a 

robot, which is from our previous work that is called the iPhonoid [23]. The motivation be-

hind the iPhonoid is that robot partners should be able to accompany their owners, helping 

and collecting information during the course of everyday life, while being able to dispense 

services depending on the devices that are attached to it. Smartphone is a perfect choice as 

implementation medium for such robots due to their wide adoption by general public and 

interfacing capabilities with various devices from standardization. Face recognition system 

devised needs to be able to fit into the robot, among other modules such as motion control, 

speech recognition and generation, interface and gesture recognition (The other modules 

will not be covered). Although we use iPhone 5s for robot execution, it is by no means the 

best and we believe this work (face recognition with transfer learning) can traverse to other 

low-powered processors as well. 

  Given the three issues, a system built based on the reformulated joint probabilistic face 

matching method to support transfer learning is devised [30, 129]. Besides, online learning 

based on spatio-temporal association is used to support initial low number of samples. 

  As robot partners are expected to function in uncontrolled situation, their recognition 

system must be invariant to changes due to pose, illumination, and expression difference. 

Despite the requirement for such significant level of invariance, it needs to be discrimina-

tive enough to distinguish between individuals. Moreover, as robot partners are expected to 

come across people whom they have never met before, they need to be able to tell whether 

a person is familiar or not, and not just the nearest expected identity. This is termed as an 

open universe identification problem [83, 8, 102]. Recent progress in recognition for open 

universe scenario has been rapid both in verification [65, 30, 9, 148] and identification [102]. 

Given the scope of robot partners, where population size is not too massive, identification 

can be performed through the scores of independent verification [133, 55]. HIM will con-

centrate on face recognition with 2D image as input. For 3D face recognition, interested 

readers can refer to works by [135, 136, 25, 24]. 

   Current face recognition algorithms can reach near human level accuracy, or even 

seemed to surpass it [125, 89, 151]. This includes 3D morphable faces [14], sparse repre-

sentation method [144, 102] and deep networks [125]. 

  Multi-layered networks and deep convolution networks have received significant at-

tention recently in the field of machine learning and pattern recognition. They consist of 

multiple layers of networks that are greedily learned through each layer. Data abstraction 

increases with level of layers. In terms of face recognition, the higher level layers retain the 

identities of a person, which is invariant to distortions from illumination and pose. Deep 

architecture is currently applied in the state-of-the-art system in pair-wise comparison test
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for the challenging (Labeled Faces in the Wild) LFW database [65, 113], which achieves 

near human level face recognition performance. Deep learning method achieves success 

through obtaining the appropriate representation that is abstract enough to be invariant 

to intra-class variations, but retains its discriminative power between inter classes. They 

can also be easily incorporated into other algorithms like the joint probabilistic verifica-

tion [30] by performing the role of representation extraction [123]. But a drawback is that 

they are extremely computationally intensive and require huge amount of training data to 

construct. 

  On the other side of the continuum for face recognition approach are the model-based 

methods. A notable example is the morphable face method, which can estimate illumi-

nation, pose, and texture parameters of the face through the use of 3D face model [14]. 

Given the 3D face model of a person (estimated from a 2D image given a trained 3D face 

prior), various variations such as lightning, pose, expression and even weight difference can 
be simulated to compare with input face image for recognition purposes. It also achieves 

state of the art performance for Labeled Faces in the Wild test [150]. However, the com-

putational load is very high, and is reported to take several minutes per face. The use of 

2D models, complemented by prior information to compensate for the missing dimension 

[29, 54], though faster, faces issues like self-occlusion. But recently, a fast variant of the 3D 
morphable face model has been developed [147]. It relies on transforming the probing filter 

instead of building a model of the face. 

  Although recognition system trained using large amount of data can produce good re-

sults [124], this is not practical for robot partners. Individual templates need to be learnt 

incrementally overtime, yet at the same time, they do not face over-fitting issue from the 

lack of samples. Besides, continual learning and recognition are to be performed in real-

time. Therefore, computational load and template size should be considered during design 

to ensure practicality, especially when on board computers have a more limited capability. 

Support vector machine (SVM) based methods [85, 141] have been popular in identification. 

They can also be used to create signature sequence [9, 79] that can be used for verification. 

However, SVM method requires a long time to train for large-scale one-versus-many mode 

of recognition, and that ample number of samples per identity is required to ensure rea-

sonable accuracy. Another popular method for identification is the sparse representation 

classification (SRC) methods [144, 139], which have been shown to perform well, even on 

 the realistic open-universe set. The disadvantage is that the fi minimization during test 

phase is complex under high dimensional dictionaries. Recent methods like Linearly Ap-

proximated Sparse Representation-based Classification (LASRC) [102] have managed to im-

prove the convex optimization by combining fl and 6 minimization such that it can handle
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pair-matching tasks in real-time without affecting accuracy. Apart from issues regarding 

complexity, SRC needs ample samples to support the reconstruction. 

  A method that is increasingly gaining momentum is the probabilistic face method. Given 

a number of hypotheses regarding the input image and its connection with the prototype 

references, identification is achieved by selecting the hypothesis with highest likelihood 

[83]. Based on the foundation work of [96], which classifies based on the differences of in-

puts, [30] further improved the method as a joint probabilistic problem. The method tries to 
reduce the correlation between inter-class faces and increase for intra-class faces. Although 

simple in implementation, it is able to achieve high performance in LFW face verification 

test. Expectation-Maximization (EM) algorithm for the joint probabilistic method has been 

devised such that training is fast given the right implementation, as will be shown in Chap-

ter 3. Result can be improved with the help of Fisher vector [120] or high dimensional 

representation [31], and can even be extended to deep learning [123]. Another major ad-

vantage comes from its transparency, which allows cross-domain transfer learning to be 

easily implemented as in the work of [27]. Therefore, joint probabilistic formulation for 

face recognition is used in this work to exploit its simplicity both in training and testing 

and also its transparency such that transfer learning can be easily carried out to counter 

the lack of sample images of the intended identities. Simplicity is crucial to reduce compu-

tational load, while transfer learning is required to prevent issues of sample scarcity. The 

work can also be extended to using Gaussian Process for extracting the face prior, which 

provides a richer description [88]. 
  These properties are crucial for robot partner with limited computational power like 

the iPhonoid [23], one of the robot partners we developed that is powered by the iPhone 

to operate in real time. It cannot sustain processes involving high dimensional representa-

tion without sacrificing the fluidity of human-robot interaction. Representation under low 

dimension is not linearly separable due to inherent non-linearity of facial distortion from 

pose and illumination changes given different environment the robot is in. The problem 

can be alleviated using training samples from the same domain selectively obtained from a 

collection. Thus, transfer learning comes into play again to selectively merge the intended 

target domain to the current source domain. Different set of samples can be used as tar-

get domain depending on the situation, such as whether the robot is indoor or outdoor or 
which room it is in [43]. Besides, the samples should be compressed in such a way that the 

face recognition system does not require too much storage space, yet easy to manipulate 

given new input data. As mobile usage is expected to increase that requires constant pro-
cessing based on models of Big Data, cloud network and processing will gain prominence 

[56]. Such samples will be crucial for online cloud based data sharing and processing among
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the robots as well, which can increase the effectiveness of recognition.

2.5 Informationally Structured Space

2.5.1 Introduction

  There is always a tradeoff between accuracy and computational load when prediction 

and inference are involved. One alternative over the tradeoff is to exploit surrounding in-

formation that it can acquire through external sensors and data loggers, complemented 

by storage mediums and processors via Informationally Structured Space (ISS), which pro-

vides an environment for information gathering, storage, processing and control [76]. Apart 

from providing contextual information, the knowledge can also be used as reinforcements 

for machine learning. Together with these peripheral devices and systems, they formed an 

ecosystem of information flow which is the fundamentals of ISS. Surrounding information 

can then be supplied to the robot and other devices implicitly [77], so that it can perform 

the appropriate task, instead of solely relying on its onboard sensors. Readers can refer to 

the following works [76] for more information related to ISS. ISS, complemented by robots, 

found many useful applications in daily life. Various applications had been developed and 

applied to various areas, such as in rehabilitation [131], business [119], search and rescue 

[78], companionship [23], household [101, 127], transportation [126], activity monitoring 

[21] and navigation and mapping [142]. Its sensors range from sound recorders to motion 
sensors to cameras in order to establish a more complete information foundation for data 

interpretation. It should be emphasized that this work does not deal explicitly with ISS, but 

dwell on the implication it brings to designing the smart home.

2.5.2 Design Motivation 

  The motivation of design is to support the ability for plug and play, ability to be imple-

mented on multiple levels, ability to perform loose binding of devices, ability to automate 

services to achieve goals, abstraction and specialization of work. 

  Ability to plug and play means being able to communicate with a device the instance it 

is plugged into the system, where the system will also know the device's functionality. ISS 

will configure itself to accommodate for what the device has to offer when it is plugged in, 

or the function it loses when the device is disconnected. This implies that the ISS and the 

device have to speak a common language. 

  The ability to be implemented on multiple levels means that ISS should be able to run on
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a single device or govern an assortment of devices of a building to a whole neighborhood. 

The motivation is that no matter the medium and its size, ISS should support the modules 

connected to it while remain the same in terms of its workings. 

  As it is uncertain which devices will be connected/disconnected from the system, inter-

operations between them cannot be pre-programmed. Thus, ISS needs to be able to perform 

loose binding, which means the devices are bounded to achieve a task only during run-time. 

  Given the devices are bounded, the ISS also needs to be capable of generating plans 

and execute them by orchestrating the relevant devices. As the role of devices are closely 

related to the goals, therefore, this ability is closely related to the late binding of devices as 

the goal can act as a means for the devices to synchronize with each other to fulfill it. 

  With the complexity of the task that is required of ISS, support for abstraction is impor-

tant to obscure and partition the level of complexity on which a layer interacts. 

  Abstraction works vertically by suppressing the more complex details below the current 

level, whereas specialization-of-works works parallely. It means that different devices or 

modules need not know what the others are capable of or even their presence in the ISS. 

All they need to provide is their own functionalities and the semantics that defined them. 

  ISS should be designed and function in a way that it tries to satisfy goals by calling on 

the objects connected to it, where human is treated the same as another object connected to 

the ISS. Goals are introduced either through human command (turning the TV on), event 

trigger (goals in an event of falling), schedule trigger (environmental checking) or intro-

duced during implementation by other activities (sub-goals of a particular activity). In the 

 context of human-centricity, quality of life (QOL) is a set of objective rules that the ISS 

needs to satisfy to ensure the wellbeing of its human inhabitants.

2.5.3 Architecture

  Figure 2.1 shows the basic architecture of the ISS. ISS framework consists of 4 blocks, 

which are explained as follows: 

  Planning and implementation block — This block plans a sequence of service activities 

to be implemented to satisfy certain goals. Service activities come from pervasive block, 

where different devices attached to the block introduces their own services. 

  Information block — This block processes and interprets signals and data such that useful 

information can be extracted. It consists of specific processors, state tables, look up tables 

and storage unit. 

  Pervasive block — This block is an interface between the ISS and the external world. It 

introduces to the internal world (other blocks) the variables and services offered by the ex-
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Figure 2.1: ISS framework

ternal world in an abstract manner and also perform service discovery and ranking. Details 

of services like protocols and connection procedure are not passed on to the ISS beyond 

the pervasive block. Objects and their services are loosely coupled; therefore, this block is 

independent of the architecture used to expose objects as web services. 

  Learning block — This block learns the possible undertakings of activities given a cer-

tain event via semantic ontology acquired through time (For example, via log repository as 

applied in [116]). This block is the subject of future research. 

  Desciption of the modules in Figure 2.1 are explained as below.

• Event trigger: This module continually probes the object state module , and will be 

 triggered given a pre-specified condition of the object state module is met. The pre-

 specified conditions are coded in the Trigger goal LUT module. Upon triggering, a 

 goal will be added to the goal list module. For design purpose, trigger should come 
 from human command and events such as raining and emergency situation. Given a 

 trigger, it will place a corresponding goal in the goal list module (ex: ask about leisure, 

 goal during raining, lack of sleep, not taking meals, falling etc.). Conditions are to be 
 set to prevent continual triggering (in an event of unsatisfied goals given a persistent 

 triggering condition met).

• Trigger goal Look-up-table (LUT): Rules of QOL and emergencies, where the user 

 wants a certain reaction from the ISS, should be coded into this module with respect 

 to the state variables in object state module. Its formalization is to be coherent with
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 that in the variable/activity updater module. 

• Goal list: It contains the goals, which the planner module will use to plan the sequence 

 of activities to satisfy the goals. 

• Activity LUT: This module contains all the available service activities that currently 

 exist in the ISS, which are provided by external devices via the pervasive block. 

• Planner: This module uses the goal list, activity LUT and Variable LUT modules to 

 plan a sequence of activities such that they can satisfy the goals. It uses constraint 

 processing and employs an optimistic approach to planning. Goals can come from 
 within the planner through activities via including it to the goal list module. Two 

 types of planner are devised to deal with sequencing problem, which is, task activa-

 tion method and through goals. 

• Orchestrator: Upon receiving the plans from the planner module , orchestrator mod-

 ule will implement the plan by checking the conditions before implementation and 

 distributing tasks to the respective devices according to the plan. It will request the 

 planner module to re-plan if contradiction is met. 

• Object repository: It keeps and updates the records of all devices and objects that ex-

 ist within the grasp of ISS. It includes the atomic services the devices can offer, the 

 names, properties and tags of devices and objects (location, able to be sit, clothesline 

 etc. such that variable/activity updater can use it to determine the appropriate set 

 of suiting for it). It also keeps track of devices being plugged in or detached from 

 the ISS, and will inform variable/activity updater module. Every device connected to 

 this module need to provide two things, that is, 1) what it can provide (given input) 

 and 2) what it can receive (given input). For example, for weather web service, it can 

 provide weather information (given location as input), and for TV service, it receives 
 a TV switching state variable to turn on or off the TV. These are termed as atomic 

 services. How the devices perform the atomic services is hidden from the module. 

 For "human" object, some information can be provided by its own atomic services 

 like asking for preferred activity and TV channel. More complex services (that re-

 quires additional objects to provide their service) like obtaining their location and 
 emotion can be performed after being suit up by variable/activity updater module. 

 This is subject of future work. Object repository module receives these atomic ser-

 vices and relay them to variable/activity updater module in order to suit the atomic 

 services up (with pre-conditions and multiple output effects) for more descriptive and 

 complex services.
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• Object state: This module is the central mediator of the blocks . It keeps the current 

 value of the variables, record the states, and also can be changed to get reaction from 

 actuators. The variable/activity updater module updates its list of variables (not the 

 value of variables, which are being manipulated by activities). 

• Variable/Activity updater: Activity pre-conditions and proposition of goals depends 

 on current available list of devices and variables. It is up to this module to update 

 these propositions and pre-conditions in terms of names, without affecting the actual 

 proposition. It suits up the atomic services provided by the object repository module 

 for more complex service activities according to the tags and properties associated 

 with the object. This is performed via variable binding through the help of semantic 

 annotations of devices as explained in Section 5.2. It also retracts and includes in-

 stances of activity, goal and variable into the LUTs for the planner depending on the 

 available devices connected to the object repository module, which it gets its input 

 from.

• Learner: A learning module that learns association between goals and trigger event, 

 propositions and activity. 

• Knowledge base: A large collection of semantic associations that is used for reasoning 

 and learning. Its representation will be based on ontology stored in the Look up table 

 module.

• Life pattern classifier: Classifiers and inference machine to make sense of the raw 

 data, and to provide useful information. 

• Object log: Consists of logs that are needed for learning and inference. It stores in-

 formation with necessary taggings and timestamps such that they can be rearranged 

 for further use in the future.

 • Human data: Consists of schedules, state, preferences and general information of peo-

 ple. 

• Raw data storage unit: A place to store raw data that is needed for further processing, 

 such as image, video, sound, and stream of data from sensors. 

• Look up table: It contains the association between ID and a declaration (like location, 

 object type and behavior), so that all modules in the ISS will be talking the same 

 language. This module is crucial for specifying the ontology for semantic inference 

 as well.
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• RFID: Module that handles objects identified by their RFID. Currently it is intended 

 to be used on consumable products in the house (ex: toothpaste, butter, oil).

• Web service: Module that handles web services. Currently it includes news and 

 weather information web service

• UPnP devices: Module that handles hardware devices like robots, sensor module, URG 

 locator, TV, home lighting, air-conditioning. These devices need to support plug and 

 play capability.

• SLAM/Object locator: For objects that can't be directly plugged to the ISS (chairs, 

 tables), they will be located and recognized. Their recognized properties are being 

 handled by this module.

• Internal: This module handles objects that are required for the functioning of the ISS.

2.5.4 Relationship with the Current Work 

  This work deals with personalized service provision endowed with intelligent capabil-

ities. It does not deal with the technicalities of middleware, where it assumes that devices 

are connected with their information handled by ISS. It also does not handle classifications 

to obtain objective indicators. It assumes these information are already obtained. 

  Therefore, the main blocks dealt in this work is the planning/implementation block, 

which handles the planning and execution part explained in Chapter 4. This is where plan-

ning is performed, and its execution instructions are then sent to the pervasive block. 

State information is obtained from Object state module, which store the variables and their 

changes described in subsequent chapters. For Learning block, Variable and activity updater 

module is used for variable binding, which is explained in detail in Section 5.2. This module 

obtains the device semantics from knowledge base module, which is passed from the per-

vasive block. Inference is made from the knowledge base based on the ontology specified 

in the Look up Table of Information block. 

  When face identification is performed, user information is obtained from Human data 

module of the Information block. This information includes the QOL list explained in Sec-

tion2.5.2. It is assumed that ISS can keep track of the identified person (and thus, his/her 

QOL will be in the Goal List module of Planning/implementation block of the ISS of the 
environment the person is in), until he/she left. For unidentified people, default QOL is 

assigned.
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Chapter 3

Joint Probabilistic Open Set Face

Identification with Transfer Learning

  For human-centric approach to work, it needs to deliver services that fulfill personal 

 goals, or QOL. This means identities of the users are important, since personal QOLs are 
extracted given identities are known. This chapter deals with Human Identification Module 

(HIM), which employs open set face identification in order to extract QOLs. It needs to be 

open set as the system needs to determine whether it knows the person or not (and if not, 

default QOL will be assigned instead). 

  One may choose between a peripheral identifier (like RFID) and biometrics for identi-

fication. Since peripheral identifiers will not be widely used as personal identifiers in the 

near future, biometric is used. In this case, face is chosen since it can be handled without 

cooperation from the humans. 

  The requirements for the face recognition system of robot partners are that they need 

to function well in uncontrolled and uncooperative situation, all of which are performed 

by low powered processors. Although informationally structured space can provide pow-

erful processing capability, here, it is used only as storage. The reason is that for this work, 

the intention is to perform test on the feasibility of running the whole system using low 

powered processor.

3.1 General Framework

  A framework as shown in Figure 3.1 is developed for real-time face recognition. The 

framework involves open set face recognition, transfer learning and real-time adaptive 

learning. For clarification, the term "template" refers to the comparison measurement in
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the joint probabilistic comparison module, which is trained using samples from the base-

line domain termed as source domain. Domain specific target domain (which normally has 

a significantly lower number of samples, but which addresses the current situation more 

directly) can be merged with the source domain under transfer learning for improvements. 

As identification is achieved through selecting the class that has its reference image nearest 

to the input, these reference images are termed as "prototype". 

  As illustrated, input images are preprocessed before the descriptor vector is passed to 

the recognition system. The preprocessing modules are illustrated in Figure 3.2, and will be 

described in more detail in Section 3.2. 

  Open universe (or open set) face recognition needs to be able to reject unknown faces 

and not just giving the nearest identity the input is associated to, contrary to close universe 

(or close set) recognition, which tries to find the closest fit to the list of identities in its 

database. Therefore, methods that are able to handle open universe scenario are much more 

realistic. For this, joint probabilistic method [30] is used because of its transparency in data 

handling and simplicity. 

  Due to the possibility of prototype sample scarcity and different environmental condi-

tions, transfer learning is required to apply knowledge from selected domains or classes 

in order to facilitate recognition. In transfer learning, knowledge from target domain (in-

formation for the intended problem) is merged with source domain (information from a 

different but related source to the intended problem) to construct the recognition template. 

  Real time adaptation can also help mold a suitable baseline for face recognition in a new 

environment. Identification system start off with limited samples to construct templates for 

identification. Over time, adaptation towards the environment is attained through constant 

accumulation of samples for learning and constructing better face prior. 

  To provide a gist of the framework in Figure 3.1, during identification, the preprocessed 

input will be passed to the joint probabilistic comparison module, where it is compared with 

prototype data of different individuals stored in the database. The output is the identity and 

the familiarity of the input image. The template for comparison is trained via data from 

source domain and target domain from the database. Detailed explanation will be given in 

Section 3.3. Besides comparing with prototype data, the input data is also extracted and 

organized through spatio-temporal association such that useful data can be extracted to 

help refine the template of the joint probabilistic comparison module. Details of the spatio-

temporal association method are given in Section 3.6.

30



CHAPTER 3. JOINT PROBABILISTIC OPEN SET FACE IDENTIFICATION WITH 

                                    TRANSFER LEARNING

input

For incremental 

learning

Data 

accumulation

Spatio-temporal 

face extraction

Preprocessed 

input

Target 

domain

Source 

domain

Template 

generation

Joint probabilistic 

comparison

Identity 

signal

Identity or 

unknown

Figure 3.1: Real-time face recognition framework
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 Figure 3.2: Input image preprocessing sequence to extract appropriate descriptor for joint proba-
                         bilistic face comparison

3.2 Image Preprocessing

  Before identification can be performed, input images are preprocessed to obtain suitable 

descriptors that are sufficiently informative. The modules are shown in Figure 3.2. The pre-

processing is required to reduce variances without significantly affecting the information 
content, while also improve discriminability between faces of different individuals. 

  Given an input image, face detection is first performed through Viola-Jones Haar Cas-

cade method [137]. Facial landmarks are located using Flandmark [134]. Although this ap-

proach only locate a very small amount of landmark compared to Active Shape Models 
like the STASM [95], this approach is faster and more suitable for low powered processors. 

The face will then be re-aligned according to the eye pairs as detected by the landmark 

detector, thus, eliminating variances of rotation and scale. For better alignment, in the fu-

ture, the cascade regression method [26], which can locate more than 80 landmark points 

in milliseconds, will be used to improve alignment. 

  The aligned face is loosely cropped approximately as demonstrated in the work by [110]. 

The face is also partitioned into one (for experiment in Section 3.7.4.2) or four patches (for 

experiment in Section 3.7.4.3 and subsequent experiments after that) of varying location 

and sizes. This is to create different partition for local binary pattern (LBP) to work on to 

generate overcomplete representation. It has been shown that overcomplete high dimen-
sional representation can almost always improve accuracy after dimension reduction [31].
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reprocessing

LBP descriptors are then extracted and histogramed [2]. Uniform LBP of LBP2 8 is used, 

after which the LBP image patch is divided into regions. The histograms for all regions and 

patches are concatenated to form the final overcomplete descriptor. The descriptor with a 

dimension of around 20k is reduced to 400 using principal component analysis. Principal 

components extracted are fixed from the start. The preprocessing steps are illustrated in 

Figure 3.4.

3.3 Joint Probabilistic Method

  Here we will provide a summary of the approach, before elaborating further the refor-

mulated approach that can easily support transfer learning. For more details, readers can 

refer to [30]. 

Lets denote that x1 and x2 are column vectors of 2 preprocessed face representations 

to be compared, P(xi, x2 HI) is the intra-personal model (H1 is the hypothesis that both 
inputs are of the same identity) and P(x1, x2 HE) is the extra-personal model (HE is the 
hypothesis that both inputs are not from the same identity), m is the number of prototype 
images per subject or per class, d is the dimension of input, n is the identity or class index 
with N classes (but this definition is limited to one configuration as will be discussed in 
Section 3.4), Q is the configuration index and r is the individual identity index
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3.3.1 Pair-wise Similarit 

  Given the following equation:

r(xi, x2) =

y Inference

log(P(xi, x2 Hz)/P(xi, x2 11E)) (3.1)

r(xi, x2) of (3.1) gives a scalar value that measures the similarity between the inputs, 

where the higher it is, the more similar x1 and x2 is. Let us assume that the face repre-

sentation can be constructed by a summation of ,u (the identity latent vector that encodes 

the identity) and E (intra-class variation factor that encodes the variation given an identity) 

that are normally distributed, where both have covariances denoted as Sµ and S6 respec-

tively, and that both are obtained using m number of images per subject (where there is a 

total of N subjects). ,u and E are assumed to be independent, thus, the covariance of vector 

x = S + SE. 

  Given the conditional probability:           

1------------------- 
                P(xa) =e—2(~—µa)TEai(x —µa)(3.2) 

N/27 1E1 

Under H1- model, the prior condition is that the random variable ,u comes from the same 

mean (due to same identity) for x1 and x2, thus, same covariance. Another prior condition 

is that E is independent for two different intra-class variations. Therefore, the covariance 

EI for cocatenated column vector [xi; x2] is:
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                    Sµ+s5. 5R) 
     Ei =(3.3) 

                             S, SI,+SE 

 Under HE model, the prior condition is that the random variable µ are generated from 

distribution of different means. Identities are independent of each other. Therefore, the co-

variance >1E for vector [xi; x2] is:

         EE SA+SE 0(3.4) 
                          0 S1L+SE 

  By substituting Eq. 3.4 and 3.3 into Eq. 3.1, given the conditional distribution shown in 

Eq. 3.2, and ignoring the constant values, the following is obtained for r(xi, x2):

r(x1, x2) =x1Ax1+x2Ax2-2x1Gx2 (3.5)

where

A = (SA + SE)-1 —(F+G) (3.6)

and

(SR
+ S, 

S,R

Sµ 

SR + SE) -1
F+G 

G

G 

F+G ) (3.7)

3.3.2 Covariance Learning 

In order for Eq. 3.5 to perform similarity inference, covariance SR and SE need to be 

found. This sub-section will show how both covariances are obtained. 

Expectation-Maximization (EM) algorithm is used to learn St, and SE that is required 

for the model. 

  Expectation part proceeds as follows: 

Given h= [Ii; El; €2...; E3] E p(m+1)dx1 and x = [xi; x2...xm] E Rmdx1, both with 0 

means, lets denote:

p=

 I I 

I 0 

I 0

0 

I 

0 • I

0 

0
(3.8)
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where I = 

We have:

 identity matrix E Rmdx (m+l)d

Covariance for is:

Covariance for h is:

 Sp,±  SE 

St, 

St,

ph=

Sii- • - 

Sii+ S,

St, 

• • • S1, 

• - • Si i+ S,

(3.9)

(3.10)

 Eh = diag(S SE • •  SE) E n(m+l)dx(m+l)d 

Therefore, the covariance of [h; ] is: 

cov(, h) Ex 

where cov(h, x) = >hPT 

  From Eq. 3.12, through Schur complements, the expected h given 

,u with its intra-variants E given a set of inputs xs) is: 

hX=EhpTErlx

(3.11)

(3.12)

input x (or expected

(3.13)

Eq. 3.13 can be broken down to solve for the latent vectors and E separately due to 

independence property. Therefore, with the relation between Eq. 3.7 and Eq. 3.13, given a 

single identity or class index n with m images, its ,u and can be found as: 

n

,un Sµ(F+rnG)x2 
i=i 

                                         mn 

= x~ + S6Gxril 
i=1 

where F=SE' and G=—(mSµ+SE)-'SµF 
At the current stage, it is assumed that mn=1 = mn=2 

ited to one configuration, thus, it is more appropriate to re

= rn n=N

                   thus, it is more appropriate to present it

(3.14)

(3.15)

. This condition is lim-

as      . Configurations
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will be explained in detail in Section 3.4. 

 For maximization part of the EM algorithm, covariance for ,u and E are calculated to 

obtain new S1 and SE.

3.3.3 Reformulation of Joint Probabilistic Learning 

Lets denote xT E ndx 1 is a column vector representing image i of identity or class n, 

H = SS(F + mG), and K = SEG. Both H and K are functions of m. Therefore, they are 

configuration Q dependent. 

  Given the following equations: 

X n = E x2(3.16) 
i=1 

= Xn(Xn)T(3.17) 
n=1 

N m n 

           E_>> _Ni(3.18) 
                                                n=1 i=1 

N m 

X = E E x2 (xi )T(3.19) 
n=1 i=1 

Through substitution, Eq. 3.14 can be re-written as ,u = HXn. Sµ can be also be calcu-

lated as Sµ = (N — 1)-1(En1(HXn — E(HXn))(HXn — E(HXn))T). Let's also denote 

Xo = X — Nrn2 EET(3.20) 

X, = X — NmEET(3.21) 

Due to condition that mn=1 = mn=2 = mn=N as stated previously, E(Xn) = 
mE(xi) = mE, using equations from Eq. 3.16 to 3.19, we can reduce the equation to: 

Sµ = H(X — Nm2EET)HT /(N — 1)(3.22) 

  If the mean of the input samples are inherently 0, then the numerator of the equation 

is reduced to HX HT . Given Eq. 3.20 and 3.21, Eq. 3.22 can be represented as: 

5 = (HXOHT) (N — 1)-1(3 .23)
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  Eq. 3.15 can be re-written as: 

 E =  3 

  Therefore, to calculate SE, we have: 

 N SE  =(x+KX n —~> (x~+KX n)) (xj 

          N 

 3=1

 + KX n (3.24)

          N 

 +KXn—N>(X~+KXn))T(Nm— 1)-1 
j=1 

(3.25)

Given Eq. 3.20 and 3.21, Eq. 3.25 can be represented as: 

SE = (X, + XoKT + KXo + mKXoKT) (Nrn— 1)-1 (3.26)

  It can be observed from (3.23) and (3.26) that the training database of a domain can be 

represented more compactly by five components, which are, symmetric matrices X and X, 

vector E, and scalar N and m, given combined inter-classes, which we termed as template 

Q for that particular domain. Therefore, given a template Q, Si, and SE are obtained by 

iterating through (3.23) and (3.26). More details on the implementation are given in Section 

3.5.

3.4 Fixed Sample Number per Subject Constraint Relax-

ation

3.4.1 Rigidity due to Fixed Sample Number per Subject 

  As discussed for the joint probabilistic method, it is assumed that the number of images 

per subjects, m, is the same given template Q. This is hardly the case and a troublesome 
constraint to oblige in practical sense. It is much more convenient if domains can easily be 
constructed from individuals or situations without such imposition, and that it can easily be 
assembled according to the task at hand. Thus, an alternative is to standardize m to increase 
robustness. 

For explanation purpose, it is assumed that there is only one subject (N = 1) with re 
sample images. Specific for this sub-section, let us consider this as sample images to build 
template Q. To standardize m sample images, (3.16) and (3.19) can be re-written as: 

X = i Xi(3.27) 
M, 

i=1
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 m~                m X =--->2,Xi„T(3.28) 
 m i=1 

  This can be seen as artificially increasing or decreasing the number of sample images to 

a constant m (where calculation of G and A will be based on). Experimental result shows 

that by artificially increasing the number of sample images, the accuracy will increase while 

variance drops [129], thus, giving a stable performance as shown in experiments in Section 

3.7.2. 

  Every domain template therefore can be represented by Cf2= mQ,C2=TTEm1 xi 
andC3=m~E2lxi(xi)T, which overall will be denoted as C.C2andC3are needed 
to obtain the covariance, whereas Cl is crucial for incremental learning when one needs 
to manipulate C2 and C. . Intuitively, CQ belongs to an identity. With standardization in 

(3.27) and (3.28), CQ from various identities can be merged through (3.16)-(3.19). 
The size of the template is 0.5d2 + 1.5d + 1, where d is the dimension of the image 

representation. Large number of training samples will not affect the computational load 
and speed. Apart from that, with CQ, template can be easily generated and merged for 
transfer learning from different domains, depending on the application.

3.4.2 Number per Subject Variation Induced Distortion 

  In this sub-section, analysis is done of the effects caused by using arbitrary number of 

images per subject, a, compared to the actual, m. It is assumed that the 0 mean condition is 

met. Lets denote: 

            E =
m2X(3.29) 

If a is the new parameter for number of images per class (instead pf m), then Eq. 3.23, 

ignoring coefficients, can be re-written as: 

                                                 a 

                                                   2 

             a2HaEHa= a2Ha(-)HT=HaXHa(3.30) 
         mm 

where Ha means a is the parameter that replaces m. Now, we need to find out the 

difference as: 

                                  2 

             A2 =a2HaX HXT — HmHm(3.31) 

                  m 

  Expanding Eq. 3.31, we obtain: 

1 

     A = [(a — m)I — (a2Sµ(aSi,, + SE)-' — m2Sµ(mSµ + S5)-1)] SlIS6 (3.32)
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 It can be observed that distortion on Sp, is introduced by SE as parameter m varies. But 

the larger the m and a, the less effect S5 has on S. Large rn, meaning more images per 

class, is crucial for overall reduction of the difference. More analysis needs to be performed 

to obtain features that will induce more optimal Si, and SE. 

For S5, Eq. 3.26, ignoring coefficients and X (since m doesn't have effect on X), can be 

re-written as:      223 

                m2XGa+m2GaXT+m0 GaXGa(3.33) 
  The difference can be obtained as 

First component (Similar to second component transposed) of Eq. 3.33: 

            A =S2(m2(mSµ + S5)-1 — a2(aSµ+SE)-1)S,1S; 1(3.34) 

Third component of Eq. 3.33: 

            A =~S~(m(mSµ+SEW — a(aSµ+S,)-1)S1,571(3.35) 
M, 

As can be observed from Eq. 3.34 and 3.35, larger m can reduce distortion due to more 

sample images. At the same time, larger a can also reduce the effects of S5. Therefore, given 

sufficient samples (means sufficient m), and a very large a, the difference will approach 0.

3.4.3 Modifications for Transfer Learning 

  For transfer learning to occur, in M-step as shown by [27], target domain with scarce 

samples can be merged directly with the information rich source domain to obtain new 

covariance shown in (3.36) and (3.37) given that and are from target domain samples:

T,1=wSµ+(1—w)n-1(3.36) 

T5=w55+(1—w)k-1E(3.37) 

  w E (0, 1) acts as a weight to determine how much the source domain and target domain 

will impose its effect on the final covariance, and k and n are number of samples for the 

factors. Source domain provides the appropriate base line for the target domain to work on. 

With transfer learning, this method achieves state-of-the-art accuracy. It has been shown 

that the transfer learning method gives a similar performance for a large-scale database (20 

times larger) trained system, meaning that it is an extremely efficient method.
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  The joint probabilistic method as described is rigid due to the fact that it does not directly 

cater for arbitrary number of training samples per subject during template training. This is 

 important because if the number of samples does not oblige to a single m, one may need 

to perform the E-step separately for the different m. Apart from that, the way the samples 

are trained is not efficient as every samples need to be stored and looped through during 

training. This problem is worsened if continual accumulation of samples occurs. 

  Fortunately, the joint probabilistic method is reformulated as described in Section 3.3.3 

to enable more efficient training and storage, yet easy to store, categorize and merge be-

tween domains. E-step and M-step as described can be combined. 

With the new representation for database (as configurations Sl) and the conditions to 

apply different images per class m, transfer learning can be implemented. Let's denote:

Ex=
X

(Nm)2
(3.38)

Given configurations (Q = 1, 2...Q), where they have the same rn but different N, with 

Eq. 3.29 and 3.38, the combination of the two configurations (similar to traning the two sets 

of database) can be performed as:

Xnew

Q 

= E(NC2=im)2EX c2=2 
i=1

(3.39)

                              Q 

              Xnew = Em2E~—Z(3.40) 
i=1 

                              Q 

           N—EN~=2(3.41)                                    new — 

                                                     i=1 

For the case where m is different for different SZ, there are two alternatives, which are 

1) apply different H and K (since they are parameterized by m) respectively of the config-

urations, and, 2) H and K have the same m, but X and X are re-scaled to a standard m 

with Eq. 3.29 and 3.38. 

  For alternative 1, the method is similar to that of Eq. 3.13 to 3.15, but with additional 

process of constructing the different H and K matrices. For alternative 2, there will be 
distortions due to difference in E(D oc E1 — E2) of the same class given different m of 

each X. To obtain the new configurations, the method is the same as Eq. 3.39 to 3.41, but 

with m according to its repective database. If m is large, according to the law of large 

numbers, the distortion will be negligible.
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3.5 Domain Mergence

  As shown in Figure 3.5, prototype images (images used to compare with the input) 

are stored according to identities. Across the identities, they can be separated by domains 

(For example, what type of medium the image is taken, the type of lighting, what room 
they are taken etc.). Transfer learning is applied, where one applies the information from 

the target domain (often times, scarce in sample image) of other identities with the source 

domain (built from large amount of non-specific sample images) to facilitate recognition. 

From the figure, target domain A molds the source domain B (which provides a baseline) to 

further suit it for recognition for a human subject currently captured under the condition 

of domain A. Algorithm 1 and 2 show the implementation of domain specific recognition. 

 Cl  is referring to one subject with CP number of sample images, meaning domain refers to 
a specific identity. Whether the identity should be unique or not, and also its effects, are 

not studied in this work. 

  For domain merging shown in Figure 3.5, input consists of the templates for the domains 

needed to be merged, and the output is a new template that will be used for subsequent 

training for Sp, and S5 (as shown in Algorithm 2. To increase the effects of certain domain, 

we multiply the data using w f. By default, it is set to 1. This parameter is used when we 

want to multiply the data samples of the target domain. From experiments shown in Section 

3.7.3.2, it is shown to be able to increase accuracy. 

Sµ and SS are used to obtain A and G via Algorithm 1, which is termed the template 

that is to be used for face recognition. Both the matrix A and G are applied to (3.5) to 

compare prototype images with input image. The class where the prototype image achieves 

the highest value is the identity of the input. To achieve an open-set recognition, one may 

evaluate the maximum value of the winner, where it is considered unknown if the value is 

below certain threshold.

3.6 Spatio-tem poral Association

  Real time face learning while performing face recognition can be exploited to further 

improve the accuracy. Faces are collected at real time such that useful information can be 

continually obtained related to the environment to improve recognition. Real time extrac-

tion provides a source of target domain samples that is much similar to the current working 

condition. This can be very effective in a crowded place where there are a lot of variations 

from different identities, thus a great source of information, which can contribute to learn-

ing the facial baseline in that particular environment.

41



CHAPTER 3. JOINT PROBABILISTIC OPEN SET FACE IDENTIFICATION WITH 
                           TRANSFER LEARNING

r 9 

  Other 

   sources

Input

Shared Database

Incremental

learning

 'Recognition 
or 
accumulate 

`data

Domain A 

El 

ID 1 ID 2

Domain B

1E1 ri 
ID 3 ID 4

 II  •

0

Target 

Domain, 

merged with 

source 

domain

Source 

domain

Domains are represented as 

small templates

Figure 3.5: Source domain and target domain information flow for face recognition. Domain B 
is the source domain that contains massive amount for sample image. Domain A is the target 
domain with low number of sample image. Input image is captured under the same condition as 

      Domain A, therefore, template from Domain A will contribute to its recognition.

  In accordance to the method employed for transfer learning of the joint probabilistic face 

comparison, one needs to categorize faces according to identities before transfer learning 

can occur. In an uncooperative situation, the identification system needs to collect and 

categorize the faces based on identity automatically. It needs to know whether subsequent 

captured faces belong to the same person or not. To solve this, we apply a simple spatio-

temporal association, where faces that occur close in space and time are considered the 

same face. Let us denote xn and yn as x and y (in pixels) of the center point of the bounding 

box after face detection at time tn (in seconds), and x_lenn and y_lenn as the length of the 

width and height of the bounding box, where n is the sequence index of input image stream. 

The proximity function PF is then described as:

PF = 4 xn — xn-1 1 + lYn — Yn-1 + tn — tn_(3.42) 
x_lenn + y_lenn 

The smaller the value of PF gets, the nearer the distance between two subsequent sam-

ples in space and time. The max PF is denoted as PFMAx, where two subsequent samples 

are considered not to be in the same category if PF exceeds this max value. 

  Besides proximity measure, another procedure is required to prevent a constant inflow 

of similar samples. For example, it is not favorable to keep on collecting samples from a
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 Data: Domains selected Q = 1, 2, 3...N 
Result: X0 and X0 
Set the constant m; 
Number of subjects n = 0; 

//Looping through all domains; 
for f = 1 to N do 

//Merging domains; 

X =X +wfm2C2—f(C2—f)T; 
X = X +wfmC3—f; 

end 

E= Ej 1w.7C2—fIEi=1wi; 
//Zero mean; 
Xo = X — Nm2EET; 
X0=X—NmEET 
            Algorithm 1: Algorithm for domain mergence

human subject who just remains stationary and idle. Not just incurring redundancy, but this 

will reduce dispersion (and therefore, reducing invariance) when the samples are merged 

to the source domain to calculate the covariance matrices. Accuracy will deteriorate as a 

result. Therefore, a mechanism to ensure no constant stream of stationary faces is collected 

needs to be devised. Thus, similarity measure is used to calculate based on (3.5) between 

the input and the latest sample in the category after proximity measure. The input will be 

rejected from being added to the category with minimum PF if the similarity measure is 

above certain preset threshold. The implication is that no two similar samples will occur 

side by side in the category. 

  In terms of architecture, 5 categories are allocated to temporarily store the input sam-

ples, where the identities for each category are the same. PF for each input is calculated for 
every category. The input will be added into the category given that the lowest PF value 

is below the max proximity and that the similarity measure is below certain threshold. This 

process is shown in the flow chart in Figure 3.6. If PF is larger than the max proximity 
value, this indicates a new person appears in the range of view. A new category will then 

be used to store the samples for this person. If all categories are used up, the new sample 

will be rejected. 

  Input samples are only compared with the latest sample in the category as described in 

(3.42). Every category needs to keep track of the information (face boundary length, center 

point, and timestamp) of its latest sample such that PF can be calculated. An exception is 

the case when PF is below max value, but similarity measure is above the threshold. In this 

case, the sample will not be added to the category, but the information of the latest sample
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 Data: X, and X0 
Result: A and G 
Randomize Sp, and SE; 
for f = 1 to T do

//Calculate matrix based on current Si, and SE; 

G = —(mSµ + SE)-'S1,SS 1; 
H=Sµ(SS1+mG); 
K = SEG; 

//Update Si, and SE; 

             = (HXoHT)(N — 1)-'; 

SE = (X, + XOKT+KXoT+rnKX0KT) (Nm — 1)-1
end 

A= (S11 + SE)-1 — (S,71- + G) 
   Algorithm 2: Algorithm for efficient covariance calculation

is set according to the input sample. 

  When conditions are right, samples stored in the categories are collected and used as 

target domain to be merged with the source domain to construct face recognition template. 

The category will also be cleared to make way for samples of new identities. The process is 

illustrated in Figure 3.7. The process will loop through every category to check whether its 

latest timestamp has expired. For the system, an expiration of TE second is set, which means 

if no samples are obtained within TE seconds, it will collect and clean up the category for 

others. After this, a second check is performed to determine if minimum number of samples 

per category is reached or not. Samples will be accumulated in the target domain for the 

former, and for the latter, the samples are discarded. 

  Samples collected that are to be added into the target domain are performed in the data 

accumulation block shown in Figure 3.1. Accumulation can be performed easily through 

Algorithm 1.

3.7 Experiments

  Experiments are performed to validate the proposed method. The scope is on face recog-

nition. Detailed explanations of the experiments are provided in their respective sections.

3.7.1 Face Dataset

  Four public face databases are used, which are, Pubfig [79], FERET [105], ExtendedYale 

[48], FEI database [130] and Labeled Faces in the Wild (LFW) [65] database. Sample images
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for Pubfig, FERET, ExtendedYale and FEI are shown in Figure 3.8 to 3.11 respectively. 

  Pubfig dataset is a large, real-world face dataset that consists of 58797 images of 200 

people collected from the internet. These images are taken in completely uncontrolled sit-

uations with non-cooperative subjects. Thus, there is large variation in pose, lighting, ex-

pression, scene, camera, imaging conditions and parameters. It is this reason that Pubfig is 
chosen as there are numerous images for every subject that can be used for training and 

testing. Pubfig is appropriate to be used as source domain. LFW contains 13233 images of 

5749 people, and is of similar spirit to Pubfig dataset. It is broader than Pubfig, but shal-

lower, where significant amount of subjects have less than 10 prototype images. Due to this 

issue, LFW is not appropriate for training, but it is a good candidate to be used as distractors 

since LFW does not overlap with Pubfig. 

  FERET dataset is a standard dataset used for face recognition system, which includes 

2413 still facial images representing 856 individuals. For this work, a subset of 200 individ-

uals are used that images of them under different horizontal poses. Images captured in this 

dataset are controlled, but can be used as test benchmark for recognition under different 

pose and also a good target domain. 

  Extended Yale contains 16128 images of 28 human subjects under 9 poses and 64 illumi-

nation conditions. Similar to FERET, this dataset is a good benchmark to test on recognition 

under different poses and illumination. 

  FEI dataset contains 14 images for 200 individuals, which has a total of 2800 images. 

All images are colourful and taken against a white homogenous background in an upright 

frontal position with profile rotation of up to about 180 degrees. This dataset is mainly used 

as source domain.

3.7.2 Number of Images per Subject Standardization

3.7.2.1 Experimental Setup

  Pubfig is used as source domain, FERET is chosen due to its large number of identity 

with standard settings, and ExtendedYale due to its large number of sample image per sub-

ject. Unless otherwise stated, 80 individuals from Pubfig with an average of 89 images per 

person is used as source domain, which, altogether, around 8000 faces. These 80 individuals 
will never again be used in tests. 200 principle components are also selected (instead of 2000 

as in [30] )from these individuals and be used for all tests, regardless of the database (Pubfig, 

 FERET and ExtendedYale). Given an input image, face is detected using Viola Jones Haar 

face detection method [137]. Alignment is then performed given eye-pair detection under 

deformable model [134]. Eye-pair is then segmented and used for recognition. But from the
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Figure 3.11: FEI sample images

work of [18], it shows that other facial components also contain nearly the same magni-

tude of information as the eyes. The usage of other components will be included in future 

work, as current work is on the study of recognition improvement given efficient cross-

domain mergence. LBP with 59 words [2] are then used on the segmented eye pair. After 

10 by 10 partitioning, the final descriptor of every image is 5900 dimension vector, which 

is reduced to 200 via the PCA described previously. This vector will be used for the joint 

 probability formulation and recognition. Coefficients  are obtained with only 5 iterations of 
the modified EM algorithm described in Section 3.5.

3.7.2.2 Result and Discussion

A standard number of images per subject, m, is crucial in the robustness of the system. 

Given different number of m, we achieve a standard number by artificially increasing or 

decreasing m. Experiment is performed to determine its effects on the accuracy. 

From Pubfig database, 50 images from 80 subjects are chosen to train, therefore, m=50. 

Result of various standard sample images ms is shown in Table 3.1. Test is performed on 50 

randomly chosen subjects (not included in training subjects), where each subject has 1 to 3 

prototype images. Results for ms that is near m =50 doesn't show any significant changes 
in performance. Performance drops as ms decreases further. But, surprisingly, performance 

improves as ms increases. Besides the improvement in recognition rate, the standard de-

viation decreases, which means, the system is getting more and more stable as number of 

sample images are increased artificially. The result remain the same as ms is increased up 

to 10k. More importantly, the implication of this result is that the system does not need to 

oblige to rn. Given different subjects with different number of sample images, the number
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 Table 3.1: Standardization of image sample per subject  given  fixed amount (50 Samples) on Pubfig 
                                   dataset

 ms 10 20 40 rn 60 100 200 400 lk

Mean(%) 59.9 65.1 66.0 66.3 65.9 66.0 66.8 67.2 67.5

SD  5.29 I 2.77 I 2.12 I 2.42 I 2.39 I 2.01 I 1.74 I 1.66 I 1.28

Table 3.2: Standardization of image sample per subject given arbitrary amount on Pubfig dataset

ms 20 40 100 I 200 I 500 I 1k 10k

Mean(%) 68.3 75.0 76.2 76.5 77.2 77.2 78.0

SD 4.38 2.98 1.66 1.52 0.75 0.19 0.13

 can be standardized to one ms, and therefore, calculation of coefficients  can be easier. 

  In order to test on arbitrary number of sample images per subject, experiment is the 

same as previous, but with a slight difference that m for each subject is chosen at random, 

ranging from 10 to 150. Table 3.2 shows the recognition result for various ms. Results show 

that with arbitrary m for each subject, likewise, performance and stability improves as ms 

increases. Besides, this property makes it easier for cross-domain mergence, where one 

does not need to take into account the sample image for each. This enables processing to 

be modularised for each domain, thus, improving efficiency. Apart from transfer learning, 

this also paved a way for incremental learning.

3.7.3 Cross-domain Mergence Effect 

  This section shows the influence of mergence between source and scarce target domain 

on performance.

3.7.3.1 Experimental Setup 

  Given the source domain, experimental studies are performed to study the effects of 

cross-domain mergence on the accuracy of recognition. As discussed, source domain comes 

from the selected subjects from Pubfig database with around 8000 images. Standardization 

is set to 5000, and will remain for the rest of the experiment. Identification test performed 

on 50 randomly chosen Pubfig subjects (excluding those in the source domain) gives an 

average rank 1 accuracy of 77.9% as shown in Table 3.3, with each subject having only 1 to 

3 prototype image to compare with. As this is the result for the source domain alone, it will 

be used as comparison in the subsequent sub-section.
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Table 3.3: Pubfig identification test with source domain

Rank 1 2 3

Accuracy(%) 77.9 85.48 92.43

 Table 3.4: Contribution of scarce target domain to identification on Pubfig dataset via sample 
                              multiplication

Data Multi. 1 2 3 4 5 6 7 8

Accuracy(%) 78.2 81.4 82.3 83.1 80.6 79.6 77.9 75.3

3.7.3.2 Result and Discussion

  To study the influence of mergence, there are two cases: First, multiplication of data 

sample without any increase of information. Second, direct increase the number of subjects 

(and thus, information). 

  Simulating the first case with small sample size of a different domain, we randomly se-

lect 10 subjects from the FERET database for every trial, where each subject has an average 

of 8 sample images, to be used as a separate domain to be merged. With the 10 subjects, we 

tested on different multiplication of the data to be merged with the source domain (means 

merging with the source domain n multiple times). This is to test the effects a small sample 

on the performance by manipulating the magnitude of exertion without actually increasing 

the information (more samples). Results in Table 3.4 show that a small sample can improve 

the accuracy, where by using its original sample size (multiplication 1), performance in-

creases from 77.9% to 78.2%. But accuracy can be further improved by just multiplicating 

the sample further. Yet as more exertion is applied, the accuracy will start to drop, even 

below the accuracy without cross-domain mergence. This is due to the effects of lack of 

information bypassing the information contributed by the source domain. The amount of 

optimum exertion is subject of future research. 

  For the second case, experimental condition is the same as previous, except that more 

subjects are sampled from FERET database to be merged with the source domain. Table 3.5 

shows the result. As expected, there is improvement in rank 1 accuracy compared to Table 

3.4. Accuracy doesn't drop as subject number approach 80, compared to the first case.

 Table 3.5: Contribution of target domain to identification without sample multiplication

No. of Subjects
Accuracy(%)

5

78.2

10

78.2

15

80.5

20

81.4

30

81.6

40

82.4

60

82.4

80

82.6
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3.7.4 Cross-domain Mergence Test on Controlled Variations 

  This section shows the contribution of cross-domain mergence on invariant identifica-

tion. Invariance on 3D pose and illumination variations are tested. Two kinds of tests are 

performed. The first test will evaluate the influence of the number of target domain on iden-
tification. The second test will evaluate on the use of more face patches and higher number 

of dimension in the representation on the performance.

3.7.4.1 Experimental Setup for Target Domain Size Evaluation 

 For FERET, images with letter codes "ba, bb, bcfi bk" are used, which consists of 200 

subjects, where the pose ranges from —60 degree to 60 degree. Out of the 200, 150 subjects 

are randomly chosen for testing, where each subject only has one prototype image for 

recognition that is randomly chosen as well. The remaining 50 subjects will be used for 

training, where they act as target domain. Due to ExtendedYale database's large sample 

image per subject (more than 500), we performed experiment to study how the number 

of sample image per subject effect the accuracy. The database consists of 25 subjects. 20 

subjects are randomly selected every trials for testing, where each has 8 prototype images 

that is randomly selected as well. For the target domain, the template is constructed by 5 

subjects with varying amount of sample image. 8000 faces from Pubfig Dataset are used as 

source domain. In terms of representation, it is the same as that described in Section 3.7.2.1.

3.7.4.2 Result and Discussion for Target Domain Size Evaluation 

  Rank 1 identification result for FERET dataset is shown in Table 3.6. Given such scarce 

data sets, the accuracy can still be improved at a favourable magnitude. Data multiplication, 

though also increase accuracy, is limited, due to insufficient information to model the new 

domain, as opposed to test images from Pubfig database. Therefore, higher number of indi-

viduals of the same domain contributes more the accuracy. Improvement is achieved only 

through training samples related to the domain. This can be observed from Table 3.6, where 

80 subjects from Pubfig, though large, doesn't contribute to accuracy in this test because 

it is of a different domain. Identification using higher number of dimension (400) is also 

tested, which, as expected, produce better result. Comparison is performed with ADMCLS 

method [117], which outperforms our work. But it should be noted that our work does not 

assume any ground truth regarding pose, and that face landmarks are performed automati-

cally. Improvement can be made through better alignment and pose specific transformation 

matrix. Figure 3.12 shows identification result given multiple ranks under different num-

ber of training subjects for target domain. The graph tends to converge when number of
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Figure 3.12: Accuracy vs ranks test for FERET dataset

subjects gets above 30, where noticeable improvement is negligible as rank increases. 
  Rank 1 identification result for ExtendedYale dataset is shown in Table 3.7. As ex-

pected, accuracy improves given more sample image per subject for target domain con-
struction. But the performance saturates at around 74-75%. More sampling image past a 
certain amount is considered redundant. Subsequent future studies will be on the appropri-
ate sample image that will maximize performance, yet at the same time, minimize redun-
dancy. Only samples that are deemed to be able to extend the ranges of variations given 
an identity are stored. A suggestion is to incorporate Growing Neural Gas (GNG) into the 
system. More information in its application can be obtained from [20]. Due to recent suc-
cess in recognition via non-metric similarity measure [112], the joint probability evaluator 
r(xi, x2) can be used as a non-metric similarity measure for the GNG. In application, proto-
type faces are the faces used in domain template construction. GNG can be used to extract 

the topology and geometry of the space representing the faces, where the prototype faces 

will be associated to. This association with reference to GNG's constructed space can pro-

vide incremental learning without data redundancy.

3.7.4.3 Experiment on Larger Face Patches

  Experiments in Section 3.7.4.2 only use image patch at the eye pair region. The use of 

more patches around the face can contribute more information that can be used to differ-

entiate individuals. In this section, test is performed with a larger image patch and with 

higher dimension in terms of descriptor.
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Table 3.6: Identification result given target domain for FERET database

No. of Subjects Without mergence(%) After mergence(%) Accuracy gain(%)
 10(x l) 59.3 64.6 8

10(x 2) 59.1 66.3 12.2

10( x 3) 59.6 65.8 10.4

 10(x4) 60.8 65.2 7.1

10(x 5) 59.0 65.2 10.5

20 59.3 68.2 14.9

30 60.5 70.2 16.1

40 60.2 71.4 18.6

50 59.2 72.7 22.8

80 from Pubfig 60.1 60.4 0.5

Dimension 400 60.3 80.5 33.5

ADMCLS [117] 86.4

Table 3.7: Identification result given target domain for ExtendedYale dataset

No. of samples

per Subject
Without mergence(%) After mergence(%) Accuracy gain(%)

5 53.5 58.6 9.53

15 57.1 62.4 9.28

25 54.3 63.3 16.6

50 56.0 65.0 16.1

75 55.8 68.4 22.8

100 54.2 72.3 32.8

200 54.1 73.1 34.9

300 53.4 75.1 40.6

400 55.8 74.3 33.2

500 57.2 75.3 31.6

500+ 54.3 74.6 37.4
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Table 3.8: Recognition test on FERET database

Method Accuracy

Eye Pair patch 80.5%

ADMCLS [117] 86.4%

Full Face Patch 84.3%

  As described in Section 3.2, LBP is extracted from different patches of the images dur-

ing preprocessing after face alignment is performed. Due to the usage of uniform LBP, his-

tograms of 59 bins are obtained for the regions of all patches. Concatenating the histograms 

will produce a descriptor with a total dimension of 19175. 

  Unlike in Section 3.7.4.2 which uses 8000 images, 4000 images are selected from the 

Pubfig database to obtain the principal components. These principal basis will then reduce 

the overcomplete descriptor to 400 dimensions. The principal components are fixed and 

will not be changed throughout the recognition process, including the mean component 

of the PCA. Pubfig dataset will also be used as source domain for the joint probabilistic 

comparison to mold the baseline of face comparison. 

  For FERET test, the 200 subjects with controlled condition under different poses are 

 used. Images with letter codes "ba, bb, bc ... bk" are selected, where the pose ranges from 
—60 degree to 60 degree . Out of the 200 subjects, 150 are randomly selected for testing, 

where each subject only has one prototype image used for recognition that is randomly 

chosen as well. The remaining 50 subjects will be used for training, where they act as target 

domain. Table 3.8 shows the result. As can be observed, the method can perform reasonably 

under different poses. In previous test where the face region used that ranges from the 

eyes to nose produces an accuracy of 80.5%. Accuracy is improved to 84.3% when full face 

patch is included. Although ADMCLS by [117] produces a result of 86.4%, it should be 
emphasized that the method assumes a pose specific classifier with the pose ground truth 

known, whereas, for our method, no ground truth is assumed. 

  Face recognition test under different illumination and small pose change is performed 

using ExtendedYale dataset. This dataset consists of 26 subjects where each subject has an 

average of around 500 samples. Twenty subjects are randomly selected as test subjects, 

while the remaining 6 will be used as target domain. For the 20 test subjects, 32 testing 

and 32 prototype images are randomly selected for its repertoire of faces. The 32 prototype 

images will also be included as a target domain. The accuracy is 81.2%, which shows that the 

method performs reasonably well under different illumination and pose. It is demonstrated 

that higher number of target domain will further improve the accuracy up to a certain point, 

after which improvement slows down to a halt as shown in Section 3.7.4.2, which is due to
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limited information despite huge number of samples.

3.7.5 Open Set Identification Test 

  More realistic open set uncontrolled dataset test is performed using Pubfig+LFW 

dataset. Comparison is also made between other well-established methods, which are the 

SRC gradient projection for sparse reconstruction (GPSR) [44], SRC Homothopy [91], Sup-

port vector machine (SVM) related methods and nearest neighbor method. GPSR is known 
for its high performance for open universe face identification, and SRC Homothopy is a 

faster version with high performance. SVM methods are known for their speed since a 

classifier is built for one identity for identification. This is an offline test.

3.7.5.1 Experimental Setup 

  For the test, 100 subjects from the Pubfig database are chosen at random. Thirty proto-

types are randomly chosen for every subject. 

  Under joint probabilistic face method, apart from prototype and test image, source do-

main samples are also required to construct the template for recognition, which are ob-

tained from identities not selected for testing. Target domain samples are also collected, 

where there is some overlap with the prototype, but not the test samples. There are three 

variants of the method, depending on whether prototype and target domain are used to 

merge with the source domain, which are termed as NPYT, YPNT and YPYT. Prototype is 

not merged for NPYT, contrary to YPNT, where prototype is used instead of target domain 

for mergence. For YPYT, both the prototype and the target domain are merged to the source 

domain. 

  For SRC method, the prototypes provide the necessary basis to construct the input 

sparsely and to minimize the residual of the reconstruction. For methods under SVM, for 

each identity, the positive and negative samples consist of its own 30 prototype samples 

and all the other samples respectively. With the randomly selected test images, an equal 

number of distractor images are included from LFW database to simulate an open universe 

problem. Distractor images are images where the identities are not known, thus, should be 

rejected. Distractors are obtained from LFW database that does not overlap with identities 

in the Pubfig database.

3.7.5.2 Result and Discussion

  Results are visualized using the Precision-Recall (PR) curve and Receiver Operating 

Characteristic (ROC) curve as shown in Figure 3.13, which is suitable for open universe
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recognition. 

  With only prototype samples or additional target domain molded into the template 

(NPYT and YPNT), joint probabilistic method can perform at the same level as SRC GPSR 

under higher recall. Under lower recall, SRC GPSR out-performs the joint probabilistic 

method. Yet, given the combination of both prototype and additional target domain (YPYT), 

the joint probabilistic method has a sharp increase in performance, exceeding the perfor-

mance from the SRC GPSR. It also performs well on the ROC curve that shows how much 

the system can correctly recognize a person and that this person needs to be included in 

the database. 

  SRC does not work so well because of the lack of prototype samples for input recon-

struction. As number of prototype samples increases, although accuracy will increase, com-

putational load will get heavier. One can also resort to LASRC [102], which is a fast SRC 
method with high precision. Like wise, for SVM related methods, accuracy is expected to 

increase with higher number of training samples. But the downside is that it requires large 

amount of training data for every identity, which is the luxury we do not normally have in 

practical situation. Given these points, our method can achieve good performance and can 

support cold start. 

  Precision drops below 90% after recall exceeds approximately 50%. Regardless, because 

high recall is not required for real time identification [5] given the number of input images 

due to streaming, therefore low precision at high recall is not of great concern. In terms or 

comparison between the original and the reformulated joint probabilistic face method, the 

same performance between applying transfer learning specified in [27] and ours is evidence 

that the reformulated method is fundamentally the same as the original. But [27] needs to 

handle all images during run-time, while our method merged the images' data before using 

 it, which is much more efficient  for execution and storage.

3.7.6 Real-time Indoor Test

  Real-time uncontrolled indoor test is performed to experiment on how the recognition 

system fairs for normal everyday interaction in doors. The test can be divided into 2 types, 

which are, prototypes from the same domain and prototypes from different domain. The 

first type is when the subject's prototype image is captured in the same indoor environ-

ment, whereas the second type has the subject's prototype image captured in a different 

environment and time using a different image-capturing device. As we can yet to strictly 

quantify what is considered same environment or not, we will consider any images taken 
outside our test indoor setting as different environment. Examples of face captured in the
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Figure 3.13: Identification test using Pubfig and LFW database
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Figure 3.14: Image samples comparison between (above) indoor test environment and (below) 
               samples obtained from different environment and time

indoor environment, compared to that of a different environment are shown in Figure 3.14.

3.7.6.1 Experimental Setup 

  The test involves 13 individuals from Kubota laboratory (TMU)1, where 11 are randomly 

chosen for testing, and the remaining 2 will be used as target domain. For every individual, 

streams of images on them acting naturally and uncooperatively are captured at a distance 

of not more than approximately 1.5 meters, to simulate individuals interacting with the 

robot partner. As the robot in the test is dealing with only 1 person at a time (since the 

purpose of the test is on the contribution of transfer learning towards accuracy improve-
ment), TE is set to 1 second for convenience. Further studies need to be done to find the 

effect of TE through deploying the system in a crowded place where it needs to track and 

learn multiple faces at once. PFMAx is set empirically at 0.8. In the experiment to choose 

PFMAx, two groups of streamed photos with detected faces are created, where one group 

consists of a perfect stream, while the other consists of a disrupted stream (via cutting off 

portions of the stream or pasting erroneous portions to it). PFMAx value is chosen based 

on how well it separates these two groups. Source domain is constructed using a subset of 

Pubfig and FEI database. Target domain, which is obtained from 2 remaining identities as 

described, are collected through spatio-temporal association but without similarity check-

ing (meaning, all samples that passes the PF are collected). Spatio-temporal association is 

not performed for test identities to prevent samples in target domain from overlapping with 

'See http://www.comp.sd.tmu.ac.jp/kubota-lab/hp/index_en.htm/
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the identities for testing. We hypothesized that the improvement brought by the mergence 

target domain obtained from other identities not in the test can be also applied to target 

domain obtained from identities during probing. 500 distractor faces are randomly selected 

from the remaining faces from Pubfig and FEI, some members from our laboratory who do 

not contribute to have their face stream taken, and also from LFW database. 

  For test related to using prototypes from a different environment, each individual has 

5 prototypes all of which differ in their environments. Like in Section 3.7.5, NPYT signifies 

using only the target domain to merge with the source domain, while for YPNT, prototype 

is merged with the prototype and not the target domain. YPYT means merging both the 

prototype and target domain to the source domain. NPNT means only source domain is 

used to construct the template, without mergence from the prototype and target domain.

3.7.6.2 Result and Discussion

  Result represented in PR and ROC curve are shown in Figure 3.15. As expected, with 

mergence, results improved significantly. NPNT only starts to rise to reasonable precision 

at very low recall. This can be interpreted as the unfamiliarity of the robot towards its 

own environment. Thus, we can impose stricter acceptance to limit recall in order to obtain 

higher precision. At higher recall, YPNT performs better than NPYT, although there are 

only 5 prototypes from each individual, compared to hundreds randomly chosen images 

from target domain individuals. A lot of target domain samples are clearly redundant. This 

is due to information having reached its contribution limit given target domain from the 

 same environment, which is insufficient  to transcend towards images from different envi-

ronment. With the prototypes for mergence, since its environment has a wider scope, its 

coverage for faces is higher compared to only using images from the same environment. 

More studies need to perform in order to quantify the magnitude of coverage such that no 

redundancy occurs. 

  For test related to the use of prototypes of the same environment, every individual 

has only one prototype sample. Therefore, prototype cannot be merged with the source 

domain. Only target domain samples from other identities will be merged. The purpose of 

this test is to study the performance when the robot meets a new person who has his/her 

face registered on the spot. The result is shown in Figure 3.16. Performance is very good 

even with high recall. It can also be clearly observed that with target domain, precision 

will improve. Thus, on spot registration for recognition can perform well, even if no target 

domain or multiple prototypes are provided.
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3.7.7 Adaptive Learning Evaluation 

  In Section 3.6, it is mentioned that real time adaptive learning should be used to obtain 

the target domain for mergence, such that current environmental setting can be molded 

into the template for better recognition. As can be seen from previous tests in Figure 3.15 

and 3.16, similar domain can help contribute in the improvement of accuracy, even though 

the domain samples are obtained from different identities. 

  Despite the improvement, test shows that a lot of target domain samples are redun-

dant. Besides, performance might deteriorate given the distribution of intra-variation of the 

samples, confirmed by an independent test where target domain are obtained and accepted 

 without condition. A closer study reveals that the trace of S,1 and SE diminishes, signifying 

a drop in dispersion. This is interpreted as a drop in invariance and rise in discrimination. 

  Images are collected and categorized based on spatio-temporal association as described 

in Section 3.6. To reduce redundancy and maintain coverage dispersion, threshold is intro-

duced on the similarity measure to control the inflow of images to be used as target do-

main. Twelve identities are used as test subjects. One identity is used for real-time adaptive 

learning through spatio-temporal association to obtain samples as target domain. Result 

of accuracy improvement is shown in Figure 3.17. For the threshold, for example, "below 
—20" means that an image that has its comparison score with the previous image of below 

20 will be accepted as a sample in target domain. 

  From the result, if no threshold is imposed, all samples from the image stream after 

spatio-temporal association are accepted. For every category size, it contributed the least 

improvement to accuracy. Threshold that is too high will also see less improvement due to 

rigidity. 

  In terms of number of samples per category, it can be observed that improvement will 

increase and saturate as number of samples increases. The implication is that only a small 

amount of samples is required when selecting samples for target domain. This is advanta-

geous since storage size for robot partners is limited.

3.7.8 Computational Evaluation 

The face recognition system module is written in Xcode 5.1 and OpenCV 2.4.9 for IOS, 

and is implemented on an iPhone 5s IOS 7.0.4. Other modules included in the iPhone are 

the speech recognition and utterance, servo control for robot motion and gesture recogni-

tion. During operation, face recognition module is run concurrently in a separate thread 

from other modules mentioned as a background process. Memory scratch pad is created 

specifically for face recognition module such that no memory allocation and deallocation

62



CHAPTER 3. JOINT PROBABILISTIC OPEN SET FACE IDENTIFICATION WITH 

                                    TRANSFER LEARNING

 15

10 

E 

E 

0a 
, 5

0

 150 

samples

 80 

samples

 50 

samples

 20 

 samples

Figure 3.17: Accuracy improvement due to similarity measure threshold and number of samples 

                               per category

is performed during operation apart from program initialization. All mathematical opera-

tions are done in double precision number. Matrix operations are performed via functions 

provided by OpenCV. 
  The running time of the system are recorded and averaged. The result for real-time loop 

is shown in Table 3.9. Real-time loop consists of all the operations that will be constantly 

running, where each loop accommodates for each image captured. The total time is ap-

proximately 240ms. Since verification is performed independently, the time it took for this 
operation depends on the number of prototypes to be compared with. From Table 3.9, face 

detection takes up the most time, after which is dimension reduction. By concentrating on 

these operations, speed improvements can be made. One example is to replace the Fland-

mark for landmark detection with cascaded regression [26], which is shown to be quite 

fast and accurate. Speed can also be improved by using floating-point number, given that 

accuracy is not affected significantly, which is subject to further testing and optimization. 

  Apart from real-time loop, two more operations that need not be strictly run in real-

time but which will affect the speed are the sample mergence (specified in Algorithm 1 and 

Figure 3.6) and EM algorithm (specified in Algorithm 2). Sample mergence occurs when the 

timestamp is overdue with enough samples in the category or that number of samples has 

already reached maximum limit. How much the mergence operation will influence real-time 

experience depends on similarity measure threshold and minimum number of samples per 

category. With 40 samples per category, the mergence operation takes 384ms to complete. 

On the other hand, EM algorithm is only performed when a certain number of categories
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Table 3.9: Consumed operation time for real-time operations

 OperationTime(ms)
Face detectionl 79.5

Landmark detection l 48.5

Face alignment53.7

Dimension reduction l 55.3

Verification (1 prototype) 0.268

 are reached. For 8 iterations, which is more than enough to obtain Si ,,, and SS, it takes about 

59.22 seconds to complete. As direct inversion is used for matrix division, in the future, this 

can be improved to further speed up the EM algorithm.

3.8 Concluding Remarks

  Real-time face recognition for unconstrained condition is built, where the computa-

tional load is low enough to be programmed into the robot's onboard computer and to 

run with acceptable speed based on transfer learning and joint probabilistic method. To 

overcome the tradeoff between computational load and accuracy, as well as training data 

scarcity, it exploits the potential images captured in informationally structured space. Faces 

captured can be categorised not just into identities, but also conditions when the image is 

obtained (what type of camera, indoor or outdoor, day or night etc.). 

  Test performed in comparison with other established methods and also real-life indoor 

test shows promising results. Besides, adaptive learning test sheds light on the direction of 

future development. There is ample room for further improvement as well. Current land-

mark detection has too little landmarks, which pose a problem for alignment. Future work 

will employ the cascaded regression method [26], which can accurately pinpoint landmarks 

under milliseconds. The work can also be extended towards creating more descriptive face 

prior via Gaussian Process [88]. Apart from that, through communication, symbol ground-
ing can help provide reinforcements for better recognition [143]. 

  For those who reject face recognition system, the HIM should be replaced by some-

thing that they are comfortable with, where the selected approach should be capable of 

supporting tracking and discerning familiar people and strangers.
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Chapter 4

Constraint Satisfaction Automated

Planning in Service Provision

  Automated planning tries to bind the devices available and execute them according to 

 a generated plan such that they can maximize current QOLs. 

  The work presented in this section will deal with Automated Planner Module (APM), 

which deals with service composition and implementation through peripheral devices (For 

example, TV, sensor modules and weather web service) to achieve goals by the smart home, 

where command, query, and announcement are mediated between the human inhabitants 

and the smart home through a communication robot. 

  Service composition is performed through solving Constraint Satisfaction Problem 

(CSP), and implements them by appropriate devices connected to the smart home. But due 

to limitations of hard constraints from CSP, this section also extends it to weighted con-

straint satisfaction, where optimization and partial goal fulfillment can be achieved.

4.1 Planner Module

  Figure 4.1 shows the flow chart of the planning and plans implementation process, 

which is central to the planning/implementation block of the Informationally Structured 

Space (ISS) framework. With the services that come from devices, planner will plan a se-

quence of actions to be implemented to fulfill goals. 
  Variables are instances to record knowledge (termed as knowledge variable) or act as 

a switch pertaining a corresponding object (termed as effect variable). An example of a 

knowledge variable is the variable that records room temperature. For effect variable, an 

example is a variable TV, which turns the TV on if it is of state 1.
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Figure 4.1: Service composition and execution process flow

  An activity is a service that is being wrapped with appropriate parameters, effects and 

preconditions. For planning module, the word Activity instead of Service (as used during 
variable binding) to differentiate between service generation stage and planning stage. Ac-

tivity's role is to manipulate the values of the variables, which have correspondence with 

the physical world associated during variable binding. An activity consists of an ID for the 

activity itself, parameters, pre-conditions and effects. ID acts as an identifier for the activ-

ity, and parameters are the required input for the activity to function. Pre-conditions are 

conditions that need to be true before the activity can be executed. Effects are the changes 

that the activity makes when the activity is finished without any glitches or unforeseen 

circumstances. 

  The following is the explanation for the process flow shown in Figure 4.1. The system 

starts at state -1, where initialization is performed and connection is set up. At this stage, 

it is required that variables are already bound and activities are ready. The system will 

restart at stage -1 if there are changes to the number of variables and services due to device 

connection or disconnection or failure. After initialization, goal is obtained and planning 

is implemented. If a sequence of activities is found that can fulfill the goal, the system will 

proceed to stage 1. Otherwise, it will proceed to stage 4, indicating a failure. Stage 1 deals 
with getting the next activity in sequence to be executed. After the next activity is selected, 

it will proceed to stage 2, which is orchestration of activities. Before execution occurs, it 

needs to check whether the precondition is fulfilled, upon which if not, it will proceed 

to stage 0 for re-planning. If the precondition is fulfilled, activity is executed by sending
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command to the relevant devices. After the device finish executing the activity, the system 

will proceed to stage 3. Connection lost or device failure will bound to happen, which will 

delay or stop executing the activity altogether. Given this situation, stage 2 has a time-out 

threshold, upon which if the threshold is reached, the system will assume the current plan 

don't work, and proceed to stage 0. Although not implemented yet, this event can be logged 

to record number of failures a certain device faces. This can help determine the quality of 

service of the devices, such that it can be used as a weight when selecting services. Stage 

3 checks for 2 things: whether there is any activity left for execution (if true, the system 

will proceed to stage 1 to get the next activity), and if there is none, it will check whether 

the goal is fulfilled or not. If the final goal is not fulfilled, then it will proceed to stage 4, 

otherwise, to stage 5, indicating a success. Given stage 4 or stage 5, the system will proceed 

to stage 6. Stage 6 records a log of past events, obtains a new goal, and proceeds to stage 0. 

Stage 0 is similar to stage -1, except that it does not need perform initialization.

4.2 Domain Description for Planning

Devices provide their function callbacks as a set of actions they are capable of run-

ning, and a set of variables associated with the actions. These actions are being wrapped 

up as service activities that are to be used by the planner. For example, the function call of 

switching channel of a TV is wrapped up as an activity that changes TV channel, with the 

pre-condition that the TV needs to be turned on. Nested activities can also occur, where 
different activities can be called under one activity, albeit indirectly. An example of nested 

activity is the activity of environmental checking, where activities such as lighting and tem-

perature control activities are called. The purpose of nested activities will be explained in 
more detail in Section 4.5.1. 

It is assumed that the pervasive block discovers the objects and their function callbacks 

as well as variables, and variable/activity updater module performs the wrapping up of ac-

tivities of these function callbacks or creation of nested activities. Therefore, for explanation 

purposes, activity refers to these wrapped up function calls or nested activities. It is also 

being assumed that the variables contained in list of activities and goals are being declared 

under variable list filled up by the pervasive block and variable/activity updater block. 

Domain description will be based on the work of [71]. We denote 19 = variable set (list 

of variables). 79 contains V variables, which consists of knowledge, effect and response 

variables confined by their own domain. Response variables represent information that can 

only be obtained from objects, information that comes from sources not within 79. During 

planning stage, response variables remain the same throughout all planning sequence and
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represent an unknown value (thus, initialization constraint is imposed on them). They can 

take on whatever value to facilitate constraint satisfaction during planning that employs an 

optimistic approach (value taken on by response variables are considered true). Response 

variable usage will be made more evident in Section 4.5.1. 

  A state is a tuple of values to variables at a particular plan implementation sequence 

index t that is denoted as Xt = (X1, Xt ...Xt ) where Xi', Xt ...Xt E 19t, confined by their 
domains denoted by D', D2...Dv. As there is a finite limit to the number of sequence per 

plan being planned called the planning horizon that is denoted as K, thus, 0 < t < K. For 

the current work, domains of the variables remain unchanged over time. 

a is the set of activities, where a = (id(a), precond(a), e f f ect(a)) e a. id(a) is the 

identifier of the activity. There is an additional activity in a that does nothing. It has no 

pre-conditions and effects, termed as Nop. 

  precond(a) is the pre-condition that need to be met before the activity can be executed, 
such as the location being known as a pre-condition to implement the weather forecast web 

service. Precondition of an activity can be described as follows:

precond(a) ::= 

prop precond(a) A precond(a) precond(a) V precond(a) 
-iprecond(a) precond(a) -+ precond(a) (4.1)

prop ::= var • var var • val (var 0 var) • var (var 0 var) • val Brel (4.2)

where var E 19, val is a constant, 0 E {+, -} is a binary operator, • E {_, <, >, , <, >} 

is a relational operator, and Brel is a Boolean relation. 

e f f ect(a) is the changes that will be induced after the activity is completed. It emulates 
how the variables will change given the activity is run by its corresponding objects such 
that its logical formulation can be used to impose constraints on subsequent sequence of 
the plan for activity planning. It should be emphasized that the actual object manipulates 
variables during run-time after planning instead of the e f f ect(a) formulation (which is 
only used for planning). Effect of an activity can be formulated as or a combination of the 
following: vart+l = val, vart+l = vart, vart+l = f (vi, v2) where v1, v2 E Vt or v1, v2 are 
constants, and f is the sum, subtraction and Boolean operation. 

For simplification, when necessary, we will denote the above relations as vart+l = 
e f f ectst (a). This relation is read differently between the planner and the orchestrator. Dur-

ing planning, vart+l = e f f ectst (a) means the truth statement that: (e f f ectst (a) includes
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an effect towards the variable var) implies 

(vart+1 = e f f ectst (a) ) holds true. 
On the contrary, for orchestrator, vart+l = e f f ectst (a) just indicates that the variable var 
is being modified according to e f f ectst(a). Therefore, depending on whether planner or 
orchestrator is referred to, the correct interpretation has to be made. 

  Though this work only use the specified effects, more sophisticated effects, such as con-

ditional effects, can be used as shown in [70, 69].

4.3 Planning as Constraint Satisfaction Problem

  Given goals, which are represented as propositions, activity planning can be obtained to 

fulfill the goal by representing the problem as constraint satisfaction problem and solve it. 

A constraint satisfaction problem is a triple CSP = (x, D, (), where x is a set of variables, 

D is the set of domains of the variables in x, and (is a set of constraints over x. A solution 

to a CSP is an assignment of values to the variables in x such that the values fall within D 

and all constraints in(are satisfied. In this work, D is unchanged throughout the activity 

sequence. It is considered determined when a goal is passed to the planning process flow 

in Figure 4.1, and will stay that way until the goal is achieved. 

In terms of the planner, x = {Xi, X2...XK}U{Al, A2...AK_l}UR, R is a set of response 

variables, and At is the chosen goal at sequence index t. Unlike X and A, variables in R 

remain the same throughout the planning sequence. 

( consists of constraints imposed by a chosen activity at t from activity pre-conditions 
and effects, frame axioms, initial and final variable state and maintenance of achieved goal 

constraints. Initial variable state is just a constraint that dictates the values of all variables 

(obtained from object state module) before any planning. Final state constraint consists 

of the goal proposition that needs to hold at sequence index K. A solution to a CSP is 

an assignment of values to the variables in x such that the values fall within D and all 

constraints in ( are satisfied, which is normally obtained from backtracking methods [13]. 

  Constraints from activity pre-conditions: 

(At = a) -+ precond(a) where Va e a 
Constraints from activity effects: 

(At = a) -+ [(vart+l = e f f ectst(a)) A Fr] where Va E a 
where Fr is the frame axiom constraint, which indicates that for every other variables var 

(excluding those from R) not affected by e f f ectst(a), vart+1 = vart. 
Maintenance of achieved goal constraint: 

This constraint dictates that whenever a goal is achieved at sequence index t < K:
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Table 4.1: List of example activities

Name Precondition Effect

 gen_on gem := 1, gen_Changed := 1

gen_o f f gem := 0, gen_Changed := 1
Light_on gem = 1 Light := 1, Light_Changed := 1

Light_o f f Light := 0, Light_Changed := 1

Fan_on gem = 1 Fan := 1, Fan_Changed := 1

Fan_o f f Fan := 0, Fan_Changed := 1

 At = Nop where t < t < (K — 1) 

Maintenance of achieved goal constraint is just one of the goals specified in [70, 69], though 

it is sufficient for the current work. 

  Constraints are fed to a solver to obtain a sequence of A, which are the activities that 

need to be implemented to fulfill the given goals. Z3, which is a state of the art SMT solver, 

is used to obtain the plan [35]. The plan will be solved by continually increasing K until 

the constraints are satisfied. 

As an example, consider the activities in Table 4.1, a goal of Light = 1 A gen = 1, 

and initial state gen = Light = Fan = 0, the constraint graph for the planning prob-

lem is shown in Figure 4.2. The Precondition and Effect arrowed links of the figure shows 

which variables are associated with the activity. Inertia law arrow indicates the frame ax-

iom, which means information of a variable will carry forward if that variable is not affected 

by the activity. To construct a plan to achieve the goal, a sequence of activities need to be 

found such that initial coniditon will transform to the goal after that sequence. This means, 

from the constraint graph in Figure 4.2, the solution is to decide, for every Activity selection 

block (indicated by the green square), the activity to run such that the final state will fulfill 

the goal. The constraint graph is created during run-time, when the activities and variables 

are known.

4.4 Enhancement Modifications

Previous section explains how planning is executed through solving CSP. But mere im-

plementation without certain manipulation is inefficient and may introduce unwanted con-

sequences although they are logically consistent as will be explained in Section 4.4.3.

4.4.1 Activity Search Space Reduction 

  There are a lot of times where goals only apply to certain cases, such as certain time 

or when certain events are triggered. An example is the goal to turn on appropriate lights
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Figure 4.2: Constraint graph for planning

when the host is in the living room. This goal doesn't need to be considered when the 

host is elsewhere. Therefore, in the design of goals, every goal comes with implications 

 ImpGoal(Kv) -+ Goal, where if ImpGoal(Kv) is met, then Goal will be assigned as a 

goal for planning. ImpGoal depends on current knowledge variable Kv it is using, but 
not on the effect variables. This is because knowledge variables cannot be manipulated by 

activities directly. To determine the truth value, satisfiability is performed on ImpGoal, 

where knowledge variables of ImpGoal are fixed to the current value, and effect variables 

are set as free variables. Intuitively, it means, given the current knowledge variables, is there 

any assignment of effect variables that will make ImpGoal true. 

  Only activities that are relevant to the given goals are selected to impose constraints. 

This work follows the same method used by [37]. Irrelevant activities to the goal are pruned 

out to reduce the search space. For every activity ai, a list of other activities that has at 

least one effect that has the potential to satisfy the one of the pre-conditions of ai are 

found. Backward action chain can then be computed. This chain of actions can be used 

to select the activities that are relevant to the imposed goal. An interesting alternative is to 

use dependency graph as proposed in this work [37], or to divide into effects ontology to 

shortlist relevant activities [33].

4.4.2 Activity Implementation and Re-planning 

Given the planned activities (activity sequence A1...AK_1) that satisfy the given goals, 

the activity sequence will be implemented by the orchestrator, which distributes tasks to
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relevant objects. 

  Before an activity is being carried out, orchestrator will check whether its pre-condition 

precond(a) is satisfied. If it does, orchestrator will call the relevant object to implement the 
activity. Planner and orchestrator only know about an activity's pre-condition and effect, 

thus, whatever the object does is a blackbox to them. When the object has completed its 

required task, it will (or expected to) update the variable state according to that specified 

by its effect e f f ect(a), after which the subsequent activity of the sequence will be imple-

mented. Objects connected to the pervasive block, which is responsible for service discov-

ery, perform actual implementations. Pervasive block selects the appropriate services based 

on criteria like the Quality of Service (QoS) or past preferences and settings from repository 

log. This work assumes fully functional and well-behaved services as pervasive block is not 

the main concern. 

  During planning, information of the environment is incomplete. The planner needs to 

work through this uncertainty to come out with a viable plan. Planning through solving 

constraint satisfaction problem as shown poses an optimistic solution. This means that un-

der incomplete information, the planner will fill in missing information, treating it as if the 

information has already been pre-specified as such, just so that the goal can be fulfilled. Due 

to contextual changes or feedback that differs from the expectation of the optimistic plan-

ner, pre-conditions might not be met in the midst of implementation. Under this situation, 

planner will use the current variable state to re-plan a new activity sequence.

4.4.3 Op timistic Plannin g Problem

  Incomplete information can be handled through optimistic planning and re-planning. 

This is likened to humans who follow a plan with a certain expectation to reach a goal, while 

at the same time, collecting more information and re-evaluate their plans when necessary. 

  But due to optimistic planning considering that its assumed values to be true, the plan 

will be devised around this assumption. This can have negative consequences, even with 

re-planning, when the order of activity sequence is a requirement and that there are con-

spicuous activities that depend on a certain decision that can only be made during run-time. 

Conspicuous activities mean those activities that can be observed by human, such as, turn 

on of lights and robot query. Counter examples are activities such as obtaining user loca-

tion, weather information and schedule updating. 

  An example is when the goal is to either turn on the TV or organize a game depending 

on what the user wants upon query. Since the user preferred activity could only be known 

during run-time through, for example, query through robot, during planning phase, an
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activity will be assumed just to fulfill the constraints. Assuming the user would like to play a 

game, but the planner assumes he/she prefers to watch TV. Since the planning is optimistic, 

the planner might turn on the TV first before querying the user what he/she wants, because 

it considers its assumption to be true that the user wants to watch TV. Although re-planning 

can get the user what they want, but the switching on of TV is redundant and is a peculiarity. 

Besides, identifying the actions that have the prospect of satisfying propositions induced 

by the goal and, entailing relevant conspicuous effects [37] cannot solve this problem, as 

the wrong conspicuous activities are equally probable due to insufficient information. 

  One can alleviate the problem by introducing more pre-conditions to the conspicuous 

activities to ensure proper ordering — Turning on of TV or game preparation only after 

query is made. But this method beats the purpose of loose coupling and late binding of the 
SOA. Activities become non-reusable. 

  For the introduction of activation flag, every conspicuous activity can be implemented 

only when its corresponding activation flag is true, and set it back to false when the activity 

is completed. Activation flag is set by the services that require it — Depending on the query 

result, it will set the corresponding activation flag for turning on of TV or game preparation. 

The conspicuous activity uses the activation flag as a pre-condition. The downside is that 

one needs to know what activities are likely to be involved. This approach requires that the 

class of activities be known for conspicuous activities — For turning on of TV and asking 

about user preferred channel, these activities fall under TV Watching. This issue can be 

alleviated through the use of knowledge ontology, and will be subject of future work. 

  For imposition of a sequence of new goals, activities that can impose new goals are 

created, such that by fulfilling this sequence of goals, the main goal can be achieved — The 

query activity will impose a new goal, which is to fulfill the needs of the user's preferences. 
The advantage is that it is faster than activation flag approach because the goal is not as 

complex since it can be introduced on the go while the preceding goal is achieved. The 

downside is that one needs to know the sequence of goals, and that this can affect reusability 

of activities. Therefore, this approach is well suited for plans that are tedious but specific.

4.5 Case Studies

4.5.1 Design of Variables and Activities 

  Preliminary design of variables is based on the work of [71], where they consist of 

knowledge, effect and response variables. 

  Knowledge variable records a piece of information that can be referred to in the

73



CHAPTER 4. CONSTRAINT SATISFACTION AUTOMATED PLANNING IN SERVICE 

 PROVISION

future. An example is a variable recording the location of the human inhabitant. Every 

knowledge variable comes with a complementary Boolean variable that indicates whether 

the knowledge variable is updated or not (Intuitively, it indicates whether the situation 

referred by the variable is known or not). The following is an example activity to obtain 

user location: 

GetUserLocation : 

Precond : UserLocationKnown = f al se 

Effect : Userlocation = Userlocationres, 

UserlocationK,0 ,n = true

  The activity's pre-condition indicates that the activity can only be implemented 

if the user location is unknown, which is indicated by a false in Boolean vari-

able UserLocationKnown. Once the user location is obtained (via transferring infor-

mation from response variable Userlocationres to knowledge variable Userlocation), 

UserLocationKnown is set to true to indicate the update of knowledge. Pre-condition 

to check whether a variable is known or not before getting values from response vari-

ables is important to prevent continual reading, which might cause unending plan-

ning/implementation loop under certain circumstances. 

  Effect variable records changes that need to be made to or is made by the corresponding 

object. An example is a variable where the value stored is used to change TV channels. 

Likewise, there is a complementary Boolean variable that indicates whether the original 

effect variable is being changed or not, and can be illustrated by the following example: 

LightON : 

E f f ect : Light = 1, Light_Changed = true

  The example shows that when the light is being switched on, the complementary 

Boolean variable is set to be true to indicate change. 

  An alternative to using complementary variables is to use time duration to determine 

the state of knowledge. This can be an interesting approach for study in the future. For 

subsequent activity statement examples, the complementary flags are not explicitly written 

down for simplicity. 

  Response variables represent information that can only be obtained from objects during 

runtime. Intuitively, they are the information from the outside world. They should never 

be used within pre-conditions as they are meant to be unknown until implemented by the 

corresponding object. Therefore, no complementary variables are associated with them. 

  Apart from the three types of variables, for this work, two more types are introduced.
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They are the activity activation flag and activity completion flag. Activation flag determines 

whether a conspicuous activity can be run or not by placing itself as a pre-condition as 

shown in the following example: 

TV.ON : 

Precond : TV _Act = true 

E f f ect : TV = 1, TV _Changed = true

  The example shows that the conspicuous activity TV.ON (responsible for turning on 

the TV) will only be implemented when the activation flag TV _Act is true. 

  Activity completion flag indicates whether an activity (or nested activity) has com-

pleted or not. The following example shows such flag: 
W akeUpCheck : 

Precond : (SleepTime > 10) -+ (Alarm = 1) 

E f f ect : WakeUpCheckFLG = true

WakeUpCheck activity checks whether the activities of checking on the person and 

waking him/her up if necessary are fulfilled or not (Note that this is different from an activ-

ity which actually wakes up the person, which is performed by Alarm). Activity comple-

tion flag WakeUpCheckFLG will be set to true if the person is woken up given that he/she 

sleeps more than 10 hours (Note that it will also be set to true if the person sleeps less than 

or equal to 10 hours and no actions are taken by the smart home via ISS). Completion flag 

is a useful tool to introduce goals to the planner. 

  Nested activities are defined by more than one activity statement. This may be due to 

input that will affect the plans, which will influence its finishing state, or that there are 

multiple output possibilities, or that it requires other activities to be implemented before it 

can be completed. An example is shown below: 

EnsureUPactivityRunl . 55 

Precond : UPactivitg = watchTV 

E f fect : TV _Act = true

EnsureUPactivityRun2. 88 

Precond : UPactivitg = readNews 

E f f ect : NewsServiceAct = true

EnsureUPactivityRun. SE 

Precond :
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((UPactivity = watchTV) -+ (TV Channel = UPChannel)) A ((UPactivity = 
readNews) -+ readNewsFLG) 

E f f ect : EnsureUPactivitYRunFLG = true

Activity ErnsureUPactivityRun will check that the ISS has performed the nec-

essary task to accommodate the needs of the user's preferred activity, UPactivity. 

ErnsureUPactivityRun is divided into three, where the first and second statement deter-

mine which activity should be performed based on user preferences, and the last statement 

is to check whether the appropriate tasks are implemented or not. It should be emphasized 

that EnsureUPactivityRun does not dictate which activity should be run next, but just to 

activate the necessary activities to deal with activity ordering issue as discussed previously 

(Note that the approach used in this example is activation flag method). 

  A type of activity that requires special attention is the activity that deals with general 

information relay. Examples of such activities are the robot query and robot object fetching. 

Robot query activity relays information depending on context from the human to the ISS 

and vice versa (Example, asking their preferences, TV channel of their choosing). Robot 

object fetching activity fetches and moves arbitrary objects based on requirements, and 

by moving it around, it needs to change the location information of the attended object. 

Both of these examples deal with arbitrary objects. One can design or generate individual 

activities for every possible queries (for robot query) and fetch-able objects (for robot object 

fetching). We termed this as individual device activity. If the number of queries/fetch-able 

objects increases as well as the number of attending robots, number of activities will grow 

rapidly. Another approach is to create a template for query/fetch-able objects, which acts 

as a mediator between the robots and the query/fetch-able objects. We will use the query 

example for explanation since this work relies heavily on it. 

  Robot query is used to obtain information from user like their preferred activities 

and whether they want to take a shower or not, and to relay information to the user 

like announcing the need to bring an umbrella and unheard messages. To use individual 

device activity, and let's say there are two robots that are able to support the queries, for 

each robot and each query type, an activity needs to be generated to pass information to 

the relevant variables. Another approach is to use query template. The template itself is 

one activity, and there is one template for each robot. The type of query will be passed to 

the template. Depending on the query type, it will pass the returned information to the 

appropriate variable. An example is shown below: 

Robot1Query.SS 

Precond : RobotSelect = Robotl, —Query = Null
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E f f ect : QueryResult = QueryResultr.es

AskUP Activity .SE 

Precond : Query = AskUPActivity 

E f f ect : UPactivity = QueryResult, Query = Null

Activity RobotlQuery.SS is a query template for robot 1. It does not concern itself 

with the type of query being made, but only to signal the robot to implement the query. It 

is the robot's responsibility to check the type of query, which it will implement a suitable 

program for it. Nested activity AskUPActivity set the query type via variable Query, and 
waits for response from the query template.

4.5.2 Smart home ISS Setup

  This section will explain the setup for case study purposes. ISS provides the informa-

tion structure of the smart home. In order to ensure the wellbeing of its inhabitants, the ISS 

needs to perform information collection and distribute tasks to relevant objects to achieve 

certain goals. These goals come from human command, event trigger, scheduled trigger-

ing and imposed by another activity. Goal that comes from human command is quite self-

explanatory, which is a request from the human (such as requesting to prepare bath water). 

Event triggered goals are goals that are imposed when an event occurs, like an event when 

the human comes home or emergency events. Schedule triggered goals will be imposed 

given a pre-specified time or interval. Examples of such goals are goals that monitor the 
human's sleeping state, and goals that maintain a desirable living environment. It is a spe-

cial case of event-triggered goal, but it is emphasized due to the special role it played for 

the ISS. Lastly, it is the goal imposed by the activity. This is important when dealing with 

goal imposition to handle activity-ordering issue. 
  For the evaluation, the ISS is set up with 24 connected devices. There are a total of more 

than 55 activities (Nested activities are considered as one) wrapped up from the atomic ser-

vices of the connected objects for implementation. Relevant activities with their precondi-

tions and effects are shown in Table 4.2 to 4.4. Out of the 24 devices, two robots, weather 

web service and news web service are physically implemented. The rest of the devices are 

run via individually designed emulators. The planner and orchestrator is run using 2.5 GHz 

Intel Core i5 computer with 4 GB RAM. 

  As one of the important elements in this research, robot partner plays important role 

in conducting communication with human. However, we developed robot partner not only
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 Breakfast Lunch Dinner

Cereal Sandwich H Salad Ramen  Bento Fried rice

%/ Z \I 4 4, -7
Ing 1 Ing 2 Ing 3 Ing 4 Ing 5 Ing 6 Ing 7 Ing 8

e

Lettuce Egg Cheese Noodle Rice

ISS will update the availability of the ingredients

Meal type

Food type 

Ingredient 

choices

Ingredients

Figure 4.3: Food ontology

for direct communication with human, but also as a medium between human and server 

that control the entire system. We are using iPhone as the smartphone for robot partner 

called iPhonoid [128, 23]. For this work, the robot is to perform query and also to make 

announcements. 

  This work also includes a food database, which stores the ontology of food as shown in 

Figure 4.3. This structure can be either obtained from previous eating habits or from sug-

gestion. At the root of the structure is a list of ingredients, which contains the information 

of ingredient availability. ISS will update this information assuming every consumerable 

products are tagged with either a barcode or RFID, or that inference can be made regarding 
its availability. ISS can use the food database to search and suggest the appropriate type 

of food based on time and availability to the user. The concept resembles that of web ser-

vice discovery in [69], where backtracking is performed until the correct search result is 

obtained. From [69], backtracking is performed by the orchestrator when pre-condition is 

not met or the returned value has errors. But for this work, backtracking is part of a nested 

activity. Either way is just a matter of preferences.

4.5.3 Selected Cases

  This section will present some selected cases that will be used for discussion in terms 

of subsequent development and implications. Planning and implementation for all cases 

are shown in Appendix A. Short description of the cases are presented respectively. For 

clarity, in Appendix A, when showing the actual planning and implementation in the sub-

sequent sections, the sequence of activities under the bold Planning (or Re-planning) 

is the plan devised by the CSP (or the alternative plan devised after the previous plan is 

 unsuccessfully implemented), with its processing time shown. Symbol means "the sub-
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sequent planned activity". For example, A = B C means the first planned activity is A, 

followed by B, and then C. It should be noted that these are just planned activity sequence 

before actual implementation. Under the bold Implementation, only the activity, which 

does not have its pre-condition met, is shown (which will lead to re-planning). For clarity, 

some activities have the same name but with different ending that is either .SS (service 

starting) or .SE (service ending), which means they are nested activities and should be 

considered as one activity. An example is LeisureCheck, which tries to ensure the user 

has performed necessary leisure activities, or else a log will be recorded, which is regarded 

as the goal. LeisureCheck.SS will set the necessary activation flag such as activity to 

query on user preferred activity (in the case where user preferred activity is already known, 
LeisureCheck.SS will not be run since no query is required). After proper preparation is 

made, LeisureCheck.SE will run to set the activity completion flag LeisureFLG that in-

dicates leisure activity preparation has been made. As explained, not all parts of a nested 

activity need to be executed. Depending on the context, only the appropriate parts are im-

plemented, which are derived from solving the CSP. Information of activity description is 

shown in Table 4.2 to 4.4, where activation flag and query template are used. Modifications 

goal imposition approach and individual device query method is described in the cases.
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4.5.3.1 Case 1: Leisure Check

  Leisure check is a goal to ensure the human inhabitants perform leisurely activities 

at a scheduled time. Leisure check goal is considered achieved if activity completion flag 

LeisureFLG is true. Given their preferred activities, ISS will automatically set up the envi-

ronment for the user to engage in such activities. If their preferred activity is unknown, the 

nearest robot will be activated to ask them about it. If the user's activity does not belong 

to leisure activity group (like working), a log will be recorded. 3 activities are shown in 

Case 1, which is, watching TV, reading news and going out for a walk, denoted by activity 

number 1 to 3 respectively when relevant activity is concern. Two other activities that are 

not shown in Case 1 are taking a bath (activity 4) and cooking (activity 5), but they will be 

handled in Case 2. 

  For clarity, for cases involving activation flag and query template, activity 

EnsureUPactivityRun followed by activity number and .SS is responsible for setting 

up the appropriate activation flag to make preparation for the user preferred activity. 

They have pre-conditions of the correct and known user preferred activity (For exam-

ple, if the user wants to watch TV and that this fact is known, then pre-condition for 
EnsureUPactivityRunl.SS is met, but not for EnsureUPactivityRun2.SS). For cases 

involving individual device query, the same applies, except EnsureUPactivityRun is re-

placed by the name UPactivity. For cases involving query template and both goal imposi-
tion and activation flag approach, EnsureUPactivitgRun.SE checks whether the correct 

proper preparations are made for each user preferred activity as described in Section 4.5.1, 
where if it is true, the flag EnsureUPactivityRunFLG is set to true. 

  Case la: 

User wants to watch TV. Activation flag and query template is used. The implemen-

tation starts off by preparing to ask about the user's preferences by implementing 

LeisureCheck.SS (initiates the necessary flags for leisure checking, such as setting the 

activation flag that includes activity AskUPActivity) and AskUPActivity.SS (Activity 

template to start query regarding user preferred activity). GetUserLocation (obtains user 

location in the house, for example, kitchen, bedroom or living room) is run in order to find 

the nearest robot later. The nearest robot to perform the query is Robot 1, whereas the as-

sumed nearest robot is Robot 2, which is indicated by a planned activity RobotSelect_c2. 

Due to the assumed nearest robot to be wrong, re-planning is performed to select the correct 

robot to query the user, which is RobotSelect_c1. Before query implementation, although 

the user wants to watch TV, it is observed that activity GetUserGeographicLocation (ob-

taining user geographic location, like which city he/she is currently in) is implemented
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(which is not relevant to preparation for TV watching activity) due to optimistic planning 

where the planner assumes the user wants to go out. But since they are not conspicu-

ous activities, ordering is not an issue. Query on user preferred activity is performed by 

RobotlQuery.SS, which is the actual implementation of querying by robot 1 towards the 

user. 

  Second re-planning occurs due to erroneous assumption of user activity indicated by 

EnsureUPactivityRun3.SS, which is responsible for making preparations for the user 

to go out, where as the user's preferred activity is to watch TV. Re-planning and imple-

mentation will proceed to turn on the TV and adjusts the lighting. Since user's preferred 

TV channel is unknown, the robot will proceed to query about it before changing the TV 

channel through query template AskUPChannel. 

  Activity EnsureUPactivityRun ensures that ISS already performs what is 

necessary such that the user can engage in his/her preferred activity through 

EnsureUPactivityRun.SE delivering a true statement for its activity completion 

flag. For explanation purpose, an example of EnsureUPactivityRun.SE's pre-condition 

is defined as follows: 

UPactivityKnown A ((UPactivity = watchTV)-+(TVChannel = UPChannel)) A 

Others 

where Others are the implication pre-condition for other user preferences. Assuming 

the user wants to watch TV (rendering Others as true such that it can be ignored), 

the pre-condition dictates that if user prefers to watch TV, then the TV channel 

should be the same as user preferred channel. This statement needs to be true so that 

EnsureUPactivityRun.SE can be implemented. In order for the statement to be true, 

the planner will find whatever ways to change the TV channel to user preferred channel, 

which involves querying and turning the TV on. 

Finally, activity LeisureCheck.SE will ensure the user is engaged in leisure ac-

tivity by setting the flag LeisureFLG true. The same concept of situation checking via 

implication pre-condition is used for other cases as well, which includes BackHomePrep-

Service (checking that the required preparation is made when the user comes home) and 

EnvirornmentCheck (checking that all necessary adjustments on the environment are 

done), and SleepC heck (ensure the user has enough sleep but do not oversleep).

Caselb 

User wants to watch TV. Goal imposition and query template are used. Instead of using 

activation flag, new goal is introduced by running activity to perform the same case 

situation as Case la. Before the new goal is introduced, the initial goal is to ensure user
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preferred activity is known. The new goal is then added after activity AskUPActivity.SE 

is completed, where the goal is that activation flag LeisureFLG is true. It should be noted 

that AskUPActivity.SE can also be completed without querying given that the user 

preferred activity is known.

Case lc: 

User wants to watch TV. Activation flag and individual device query activity are used. The 

case situation is the same as Case la, except that individual device query is used instead of 

a query template.

Case ld: 

User wants to read news. Activation flag and query template are used. In this case, given 

the ISS already knows the user's preferred activity through query, the robot will query 

about the preferred news category, before announcing the appropriate news to the user. 

Implementation resembles that of Case la, except that at the last re-planning, since the 

user wants to read news, activity AskNewsCat is implemented (to prepare query on user 

preferred news category), after which activity ReadNews is implemented (template for 
news announcement).

  Case le: 

User wants to read news. Goal imposition and query template are used, with the same 

case situation as Case ld. Implementation resembles that of Case lb, except the different 

preferred activity described in Case ld.

Case lf: 

User wants to read news. Activation flag and individual device query activity are used, 

with the same case situation as Case ld.

Case lg: 

User wants to go out. Activation flag and query template are used. Given the ISS knows 

about this preferred activity, it will try to warn the user if there is any bad weather forecast 

ahead. Implementation resembles that of Case la, except that preferred activity is to go 

out. In this case, activity W eatherW arn will be implemented (query template to warn the 

user about potential bad weather given the weather result obtained after executing activity 

GetW eather).
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  Case lh: 

User wants to go out. Goal imposition and query template are used, with the same case 

situation as Case lg.

  Caseli 

User wants to go out. Activation flag and individual device query activity are used, with 

the same case situation as Case 1g.

4.5.3.2 Case 2: Back Home Service 

  When the human inhabitant comes back home, this goal will be triggered. The goal will 

be considered achieved when proper preparation is made upon the user's arrival indicated 

by the flag BackHomePrepServiceFLG. The service consists of notifying and announcing 

to the user any unheard messages while he/she is gone through the appropriate medium. It 

also queries whether the user wants to take a bath (if yes, ISS will prepare the bath water). 

Apart from taking the bath, the user can request for other activities, where the ISS will 

make the necessary adjustments to the environment. For this case, all sub-cases assume the 

use of query template. 

  Case 2a: 

User wants to take a bath. Activation flag is used. In this case, when the user reaches home 

and wants a bath, ISS will prepare bath water after query. The ISS will also announce the 

unheard messages through the nearest robot recorded when the user was away. At first, 

activity BackHomePrepService.SS will be executed to set the necessary flags for bath 

query AskShower and message announcement activity MsgReportService given that 
there are unheard messages obtained from activity GetMessages. Given that the user 

wants a bath, bath preparation activity PrepBathService will be executed, which is a 

nested activity to make necessary preparation like controlling water temperature and 

volume. When necessary preparations are made, activity BackHomePrepService.SE 

will set the flag BackHomePrepServiceFLG to true.

  Case 2b: 

User wants to take a bath. Goal imposition is used, with the same case situation as Case 

2a. The initial goal is to ensure user preferred activity is known as in Case lb as well as 

making announcement on unheard messages. Activity BackHomePrepService.SE will 

then ensure that the necessary preparations are made for the user preferred activity by
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introducing a new goal where EnsureUPactivityRunFLG is true as is the case in Case 1.

  Case 2c: 

User wants to prepare food and it is morning time. Activation flag is used. Upon coming 

home, ISS will ask the user whether he/she wants to take a bath. In this case, instead of 

taking a bath, the user would like to prepare food. ISS will try to satisfy this preferred 

activity by suggesting an appropriate meal based on available ingredients at home. 

Since it's morning as obtained from activity GetTirneCat, activity GetMealType will 

determine that the meal is of breakfast type. Food search is made through food database 

as depicted in Figure 4.3 (note that the backtracking during food search is also part of 

the activities devised during planning). Activity SearchFoodType.BT.N will search 

through the food type under breakfast such as cereal and sandwich shown in Figure 4.3. 

For every food type, SearchFoodlngd.BT.N will search the ingredients types. To see 

if sufficient materials are available to prepare such meal based on the ingredient type, 

activity FoodlngdAvailb.BT.N is run. If there are insufficient ingredients, backtracking 

will occur to choose the next ingredient type. Backtracking will also occur if there are 

no more ingredient types for a given food type, to which it will select the next food type 

in line. The state where there is no available food is also considered a legitimate type, 

but this only occurs when there is no choice of food left after exhaustive search given a 

threshold time. Then, activity FoodSuggest will ensure the appropriate recommenda-

tion to the user, where the query template will be prepared by ReadFoodSuggestion to 

announce the recommendation. For this case, ISS will also announce any unheard messages.

  Case 2d: 

User wants to prepare food and it is morning time. Goal imposition is used, with the same 

case situation as Case 2c. As in Case 2b, the initial goal is to ensure user preferred activity 

is known and making announcement on unheard messages. The second goal is introduced 

where FoodFoundFLG is true to ensure food information is found. In order to announce 

the meal recommendation, third goal will be introduced where ReadFoodSuggestionFLG 

is true, which is just the activity completion flag of activity ReadFoodSuggestion.

4.5.3.3 Case 3: Environment Check 

  The goal is to handle environmental adjustment for more comfort by manipulating 

lighting (activity LightService), temperature (activity TempControlService) and win-
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dows (activity WindowService). All these services are activated by activity Environ-

mentCheck, which is also responsible for setting the flag EnvironrnentCheckFLG to true 

that is the initial goal of the case. For temperature, ISS adjusts the air-conditioner or the fan, 

depending which one is being switched on (If none is being switched on, fan will be used). 

For windows, the control depends on the lighting, whether the air-conditioner is on, and 

also whether it is raining or not (handled by activity RainyDayCheck). Weather forecast 

will also affect the clothesline (handled by activity Clothesline_cl), which will retract given 

that there are clothes and also that there is a high chance of rain within certain period of 

time. 

  Case 3a: 

There is a rainy day forecast. Activation flag is used

  Case 3b: 

There is a rainy day forecast. Goal imposition is used. Second imposed goal is 

that Rainy DayCheckFLG is true, which is the activity completion flag for activity 

RainyDayCheck.

4.5.3.4 Case 4: Sleep Check

This goal aims to determine whether a person has overslept or not (more than a cer-

tain duration that is extracted by GetSleepTime), which if true, will wake the person up 

through alarm service (handled by activity AlarrnService) and also turning on of lights. 

But if the person is sick (obtained via activity GetU state, which obtains user state), or if the 

time is night (obtained via GetTimeCat, which obtains time category like morning, noon 

and evening), then ISS just records the situation in a log without waking up the person. 

User activity is extracted by GetUactivity. It should be emphasized that GetUactivity ex-

tracts human activity (sleeping, working, eating), instead of user preferred activity (wants 

to watch TV, wants to eat) that is obtained through active query if unknown. Finally, activ-

ity SleepC heck is to ensure that proper activities are performed given the person's state 

and activity. 

  Assuming the person is well, has sleep more than 10 hours and the time is morning, 

the following is the planning and implementation result.
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4.5.4 Summary of Cases 

  Table 4.5 shows the summary of cases as described previously. The column under AF/GI 

means the case is either using activation flag (AF) or goal imposition (GI). For column under 

TM/IN, it shows whether the case uses query template (TM) or individual device query (IN) 

for querying and announcement purposes. The column Time indicates the total planning 

time in seconds. 

                            Table 4.5: Cases summary

 Case I AF/GI TM/IN Time(sec) Remark

Case la l AF TM 28.58 Leisure

Case lb I GI TM 2.187 Leisure

Case 1c I AF IN 1.874 Leisure

Case ld AF TM 27.96 Leisure

Case le I GI TM 2.955 Leisure

 Case lf I AF IN 1.591 Leisure

Case 1g AF TM 24.43 Leisure

 Case lh I GI TM 1.852 Leisure

Case 1i l AF IN 1.827 Leisure

Case 2a l AF TM 9.876 Back Home

Case 2b I GI TM 0.348 Back Home

Case 2c I AF TM 52.35 Back Home

Case 2d GI TM 9.577 Back Home

Case 3a l AF TM 16.34 Environment

Case 3b I GI TM 5.612 Environment

Case 4 1 AF TM 1.740 Sleep

4.5.5 Discussion

4.5.5.1 Activity Ordering Issue 

  This section shows the importance of handling ordering issue, and current solutions 

 used by the ISS to solve it. As explained in Section 4.4.3, due to CSP's optimistic approach 

in planning according to the work [71], some conspicuous activities will be implemented 

based on a wrong assumption that is supposed to be obtained during run-time. An example 

case is shown below (with individual device query), where the case situation resembles 

Case la.

Planning containing redundant activities
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Planning: 

GetUserLocation RobotSelect_c2 

RObot2AskNewsCat.SS RObot2ReadNews.SS 

Robot2AskActivity.SS LeisureCheck.SE End ( Planning Time = 0.486085 seconds) 

Implementation: 

Activity RobotSelect_c2 pre-condition is not satisfied 

Re-planning: 

RobotSelect_cl RobotlAskNewsCat.SS 

RobotlReadNews.SS RobotlAskActivity.SS 

LeisureCheck.SE End ( Planning Time = 0.296197 seconds) 

Implementation:

II RobotlAskNewsCat.SS and RobotlReadNews.SS are run! //

Activity LeisureCheck.SE pre-condition is not satisfied 

Re-planning: 

TV_on.SS RobotSelect_cl 

RobotlAskChannel.SS Change_Channel 

Light_on.SS LeisureCheck.SE End ( Planning Time = 0.422067 seconds) 

Implementation: 

End

  From the example, the user prefers to watch TV. But before query is made, ISS 

assumes the user wants to read news, thus, implementing RobotlAskNewsCat and 

RobotlReadNews activities. Even though the TV is switched to the user's preferred chan-

nel at the end of the plan, implementing conspicuous activities in reading the news is re-

dundant. Redundant activity execution can bring negative impact on the user, especially if 

the service is concerning their wellbeing, as in Case 4, which tries to ensure that the user 

has enough sleep, and wakes him/her up at appropriate times.

4.5.5.2 Activation Flag vs Goal Imposition 

Comparison between cases (Case la vs Case lb, Case ld vs Case le, Case lg vs Case 

lh, Case 2a vs Case 2b, Case 2c vs Case 2d, Case 3a vs Case 3b) clearly shows that goal 

imposition approach is a lot faster at planning stage.
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  Goal imposition approach translates a complex goal into smaller manageable sub-goals. 

This contributes to the planner in a way that a smaller number of activities are chosen, thus, 

improving the speed. 

  Activation flag approach plans the whole sequence of activities given only the desirable 

final state. Therefore, it requires relatively more activities to plan compared to goal impo-

sition method for planning since, in a way, it needs to automatically generate the required 

sub-goals indirectly. But due to this fact, activation flag approach possesses much more gen-

erality compared to goal imposition. Contrary to goal imposition approach, which requires 

one to know to a certain extent a rough sequence of activities, activation flag approach 

requires only the pre-conditions, effects and the type of activity, but with the expense of 

longer planning time. It upholds the ideals of SOA, where every device should be loosely 

coupled. Goal imposition also has issues with reusability. To illustrate the point, for Case 

lb, the goal LeisureFLG = true is added while the activity AskUPAetivity.SE is im-

plemented. Intuitively, the first goal is to successfully obtain user activity preference, after 

which the second goal is to ensure that ISS will make the necessary preparations through 

LeisureFLG. But, instead of making preparations, the user just rather has the ISS record 

his/her activity preference. Since the addition of goal is embedded inside the activity, a 

new activity needs to be created just for the latter purpose, because the former cannot be 

reused. The same situation can also be observed in Case 2d, where there are two goals be-

ing introduced, that is, to ensure a food is found, and that proper announcement is made. 

Due to probable cases where to ISS might just want to use the food information for meal 

preparation, instead of announcing it, new activity needs to be defined. 
  Therefore, due to goal imposition approach fast but specific planning, it can be applied to 

tedious and specialized tasks like the backtracking to search for food suggestion as in Case 

2d. In Case 2d, there are 7 backtrackings (may be more, depending on the ingredients avail-

ability), where each requires individual planning. Using activation flag approach in this case 

will yield a lower performance, which requires on average 2.535 seconds (Case 2c), com-

pared to goal imposition that only needs 0.503 seconds. Goal imposition is also suitable for 

plans that are composed of a sequence of sub-plans. Combining all plans during planning 

process will require handling larger number of activities, as in Case 3a (which consists of 
environmental check and rainy day check sub-plans). By setting the environmental check 

activity to impose new goals for rainy day check as in Case 3b, speed is significantly im-

proved. Besides, due to the limited number of sequence per plan K as explained in Section 
4.2, a complicated goal might require more than K states to fulfill.
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4.5.5.3 Individual Device Query vs Template Activity

Individual device query for robot is implemented in Case 1c, 1f and 1i using activa-

tion flag approach. Compared with their template query counterparts (Case la, ld and 1g) 

on 2 robots, planning involving individual device query is extremely fast, comparable to 

that of goal imposition approach. For individual device query, every query activity needs 

to be defined for every robot. From the cases, queries include asking user activity pref-

erence, TV channel, asking whether the user wants a shower or not, asking user news 

preference, announcing message, announcing news, announcing food suggestion and an-

nouncing weather warning. A unique activity has to be defined for all these queries and all 

the robots involved. The method might not be efficient if the ISS involved a lot of robots 

or querying medium and large number of query types. In this case, template query can be 

used, though improvement of its speed is subject of further research.

4.5.6 Remark

  Case studies show the wide range of application for the CSP planner. By improving on 

the work in [71], activity ordering issue is handled through the use of activation flag or 

goal imposition and also the introduction activity completion flag. But these methods re-

quire that the class of activities need to be known for conspicuous activities, or the knowl-
edge for rough sequence of plans. Comparison and discussion are made to establish their 

suitability for various applications. Due to the emphasis on robot querying, comparison is 

also made between template query and individual device query. Although individual device 

query enables faster planning, it might create a significant rise in number of activities if not 

managed properly when a lot of querying mediums are involved. 

There are conditions that cannot be efficiently handled through current CSP planner, 

where the two prominent conditions are temporal rules and goal preferences. In intelli-

gent building domain, there is a tendency towards temporal behavior [60], such as air-
conditioner should not be running for more than 5 hours and do not switch off car porch 

light as night. For goal preferences, there are goals that are not necessary but desirable to 

be achieved [52]. Besides, partial goal fulfillment and planning that optimizes certain objec-

tive function cannot be performed. For such tasks, one can resort to weighted constraints 

as detailed in Section 4.6.
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4.6 Planning as Weighted Constraint Satisfaction

  CSP approach employs hard constraints, which are fed to a solver to obtain a sequence of 

A that are the activities that need to be implemented to fulfill the given goals. One example 

of state of the art solver is Z3 SMT solver, which can efficiently obtain the plan given hard 

constraints[35]. The plan will be solved by continually increasing K until the constraints 

are satisfied. Hard constraints are used, and therefore, the approach cannot (or at least very 

inefficiently) supports optimization and partial goal fulfillment. Partial fulfillment of goals 

is important because certain goals might contradict each other, or that they might be too 

complicated to solve in one go. For this, solving via hard constraints will conclude the goal 

is unsatisfiable instead of trying to fulfill as much goals as possible. Such solvers cannot 

handle soft constraints to perform optimization and partial fulfillment of goals, or at least 

not efficiently. 

  For example, given mother is requesting the TV to switch to channel 1, whereas her 

daughter requests for channel 2. These two goals contradict each other. Service composition 

via hard constraints will conclude that the goals are not satisfiable, instead of trying to 

fulfill one of their wishes (such as switching to channel 1 to fulfill the mother's wishes as 

the goal imposed by her is considered much more important compared to the daughter). 

Such problems can be solved with soft constraints by introducing weights. 

  This section aims to extend the CSP to Weighted Constraint Satisfaction Problem 

(WCSP). WCSP endows constraints with weights, which transforms them into soft con-

straints where optimization can be implemented. Branch and bound with depth first search 

is applied to solve the planning problem represented as WCSP, where the lower bound is 

estimated via Bacterial Memetic Algorithm (BMA). Memetic algorithms has been shown to 

be effective in handling weighted constraints that gives good enough solutions [46].

4.6.1 Weighted Constraint Satisfaction Problem 

WCSP can be described as a tuple (x, D, F) [12], where x = X1, X2...XK U R, D is the 
set of domains of the variables in x, and F is a set of weighted constraints. One can think of 

( as F with all the constraints f having infinity as weight values Weight(f). The objective 
function is the sum of all functions in F,

L = > Weight(f ) 
,f E F

(4.3)
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The goal is to find the instantiation of all variables such that it minimizes the objective 

function. 

  Various approaches have been used to solve general WCSP, which includes search, clus-

tering and variable elimination as explained in this paper [81]. Good heuristics used can 

also further hasten solving process [97]. Our problem is specific to planning with domain 

description described previously. Therefore, internal structures can be exploited to build a 

solver that is specially tailored for plan composition via solving WCSP. Branch and bound 

with depth first search is used due to polynomial space complexity and the ability to handle 

constraints of high arity and wide domain, compared to methods like variable elimination 

[36] (though variable elimination can be combined with search to obtain much better re-

sult [81]). Besides, using a relaxed condition of the former planning problem as shown in 

Section 4.6.4, lower bound can be easily obtained to prune the search graph.

4.6.2 Design of Automated Planner 

  Given an initial state (or initial variable instantiations), an optimized plan means a plan 

that can fulfill the maximum number of goals with the least number of activities (or with 

the least cost given the sum of the costs for all activities), where the sequence of activities 

need to abide to their individual precondition and effects described in Section 4.1. 

  Goals are constraints for the final possible variable instantiations. For example, if the 

goal is A V B, then final state should be AK = 1, BK = 0, or AK = 0, BK = 1, or 
AK = 1, BK = 1. Weights associated with every goal are imposed as costs if the goal is not 

fulfilled in the final state. 

  Constraints imposed by activities are the preconditions and effects. An activity can only 

be implemented if its preconditions are met. For example, a TV can only change its channel 

given the precondition that the TV is on. At the same time, it is considered (at least in 

planning phase) that effects of activities will definitely change the subsequent state (such 

as the act of changing TV channel will result in a change to the preferred channel). Due 

to uncertainty, effects might not give the desirable response during actual execution. But 

this is not an issue given the dynamic planning framework described in Section 4.1, which 

supports re-planning. That said, constraints from preconditions and effects are treated as 

hard constraints unlike goal imposed constraints. 

  Activities themselves also come with weights. But unlike weights for constraints, these 

weights are imposed when an activity is implemented. They act as costs for their respective 

activities. This is important as there are times when one prefers certain activities from oth-

ers. For example, during late night, a person might prefer the dimmer light to be switched
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Table 4.6: Example activities and their weights

Name Precondition Effect Weight

generatorON n/a g:=1 2

lightON  g=1 L:=1 3

fanON g=1 f:=1 2

on instead of the brighter ones. Therefore, the action to switch on the brighter light imposes 

more cost than its dimmer counterparts. 

  It is assumed the weights are determined depending on situation and time. But this 

work does not deal with weight settings. Our intention is that, given a set of constraints and 

weights, the system will try to generate a sequence of activities as plans that is optimum. 

In order to achieve that, it needs to minimize the following cost function:

 A°Pt = argmin ([ E C(At) + Pc(At, St)] + Gc(A 0 So)) 
 Ao.A1...AK_1 0<t<K

(4.4)

Where C (At) is the weight for implementing activity At, 
Pc(At, St) gives the cost given wether or not precondition for At is fulfilled by state S at 
sequence t. Due to precondition being a hard constraint, Pc will return infinity if precon-

dition is not met. 

A a So = AK-10 AK_2...A1 o A0 0 So, which gives the final state SK when activity Ao is 

implemented on state So, followed by A1,and so on until finally AK_1. 

Gc(S) = EfEGoalW eight ( f , S), which gives the total cost imposed by non-fulfilled goals. 
W eight( f , S) is different from equation 4.3 as it only considers variables at the final state 
sequence, whereas equation 4.3 considers variables of all sequences. 

  As example, consider two goals, 1) Fan is on f = 1 with weight 4 2) Light is on L = 1 

with weight 6, and initial state where generator, light and fan are all off (g = 0, L = 0, f = 0 

respectively, (0, 0, 0) in short). Example activities are shown in Table 4.6. 

Case 1: Activity sequence is generatorON lightON fanON (which means gen-

eratorON is executed, followed by lightON, and finally fanON), There is no precondition 

of generatorON, therefore, Pc component will return a 0. Effect from the activity will set 

g = 1, thus (1, 0, 0). Given this new state, precondition for lightON (g = 1) is also met, 
and execution proceeds until fanON. Finally state will be (1, 1, 1). Total cost returned by 
Pc is 0. Total cost of activity is 7 = C(generatorON) + C(lightON) + C(fanON). Since the 
2 goals are fulfilled, Gc returns 0 too. Total cost is 7. 

Case 2: Activity sequence is generatorON=lightON. Execution of the plan will result 

in final state (1, 1, 0). All preconditions are met, thus, Pc returns a total of 0. Total cost of
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Activities: 

 a:  s1:=s2+1 

b: s3:=-s1 

c: s2:=s3+s1

<1,0,2> <1,0,-1> <1,3,2>

 Initial state: 

s1=0, s2=0 s3=2 
     <0,0,2>

<0,2,2>

Layer 0

Layer 1

Layer 2

Figure 4.4: Search tree for planning

activity is 5. Since goal 1 is not satisfied, Gc returns 4. Total cost is 9. 

Case 3: Activity sequence is lightON. Since the initial state is (0, 0, 0), precondition is 
not met. Pc returns oo, rendering subsequent calculation trivial. 

  Equation 4.4 tries to find a sequence of activities that is optimal. Due to the use of logical 

constraints, optimization becomes complicated. Direct search is intractable, aggravated by 

hard constraints and its weights from Pr. 

  Equation 4.4 can be relaxed by eliminating Pc, and in turn, reformulated as goals. Prob-

lem reformulation is explained in Section 4.6.4. The relaxed optimization problem can then 

be used to calculate the lower bound for branch and bound via BMA explained in Section 

4.6.5.

4.6.3 Branch and Bound Graph Search Execution

  Search tree represents the possible paths to reach potential solutions. For our planning 

problem, every layer of the tree is a particular sequence of activity, which in our case, has 

a total of K layers. Every node is a particular state. Edges are the actions taken, which 

transform St to St+1. Figure 4.4 shows an example of the search tree for planning. 

  Depth first search branch and bound works by choosing a path that gives the best esti-

mated cost, where the best estimated cost of the nodes for every layer except the layer of 

the leaf nodes is estimated via a heuristic function H, given its previous cost. H estimates 

the best possible cost to reach the goal state by using the relaxed optimization problem, 

which, combined with previous cost gives the lower bound. A potential solution is reached 

when the path reaches the leaf nodes. Total cost of every potential solution will be com-

pared with the upper bound, upon which if lower, the upper bound will be updated. Branch 

and bound reduces the number of search paths by pruning branches of the respective nodes
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where their lower bound is higher or equal to the upper bound. 

  Algorithm 3 shows a recursive search algorithm for optimized planning. The result of 

the algorithm is A°pt, which is the optimized sequence of plans. 

Before the algorithm starts, current cost Cc and upper bound UB are set to oo. State S is 

set to initial state values. The algorithm starts off by checking whether or not the last layer 

of the tree is reached, upon which if yes (meaning, it is a potential solution), it will update 

the UB if the total cost is lower. Further fine tuning can be made by checking for activity 

redundancy through UB_Ref ine, which checks whether the omission of certain activities 

will yield better result. Given a sequence of activities, UB_Refine will loop through each 

and calculate whether their omission will produce lower cost. As fast stochastic search is 

employed in calculating the lower bound, this comes at a price where certain redundant 

activity will be introduced (given activity cost don't warrant much cost relative to those 

imposed by goals, which is the situation for our experimentation). UB_Re fine eliminates 

redundant activities. 

  If leaf nodes are not reached, current node is branched out to the subsequent layer, 

where each branch represent the effect from each activity. Lower bound is estimated for 

each node of the new layer via BMA that will be explained in Section 4.6.5. Lower bounds 

for activities that do not have their preconditions met are assigned oo. Besides that, fur-

ther checking is performed by LSh_Check. LSh_Check checks whether the selection of a 

certain activity for branching coincides with pairs listed in the local search look-up table, 

where the look up table is explained in Section 4.6.6. The activities are then sorted according 

to their lower bounds to determine which activity should be branched out further for evalu-

ation. If UB is lower or equal to an activity's lower bound, that branch, and the subsequent 

branches in the sort list are all pruned out.

4.6.4 Relaxation of Optimization Problem 

  To obtain a larger feasible region by removing restrictions, equation 4.4 is relaxed by 

converting the Pc(*) component to goals, which gives:

A°pt = argrnin ( E C(At) + Gc(A o So)) 
Ao.A1...AK-1 o<t<K

(4.5)

Cc(*) varies from Cc(*) in the sense that it not only considers cost from fulfillment of 

goals, but also extra sub-goals introduced by the conversion of Pc(•). 
  Conversion is done under the concept that whenever an effect of an activity takes place, 

its precondition has to be met. Therefore, sub-goals are constructed in such a way that if a
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Result: A°pt 
Upper bound (global variable) UB = co; 
Current cost Cc = oc; 
Sequence index tc = 0; 
State S initialized; 
Activity sequence A set to empty; 
note: Recursion starts 
Function BnB(Cc, tc, S, A); 
iftc>K-1then

if CostEst(A, S) < U then 
Update UB; 
A°pt := A; 

[UB,A°pt]:=UB_Refine; 
end

else

for f = all activities do 
if Preconditions for f are met and LSh_Check(f) then 

Act[f] = BMA(tc, S) + C( f) + Cc; 
     note: Store the estimated lower bound if activity f is applied 

returns the weight of activity f; 
  else 

Act[f] = Do; 
note: Or else set the lower bound to co; 

  end

. C(f)

end 

SList = sort(Act); 
note: Sort Act in ascending order based on their lower bound; 

for Loop through SList do

note: Looping through the sorted list; 

LB := Lower bound of current SList selection; 

AC:=Activity of current SList selection; 

SC:=State after the effect of AC; 

Cc2:=Cc + C(SList) ; 
if LB > U then 

  Break the loop; 

else 

A := append(AC); 
BnB(Cc2, tc + 1, SC, A); 

end

end

end

Algorithm 3: Recursive search for optimized plan
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V = val, val is a value where either val = 

Vo is the initial value of V; 

Pstore set to empty; 

if V is not a response variable then

0 or 1;

for f = all activities do 
if Found V := val in the f effects then 

     Add f precondition in Pstore; 
  end 

end

end 

Add (V = val A V0 V) -+ (V Pstore) as sub-goal; 
note: V Pstore statement is true if at least one addition of f precondition in it is 
true; 

          Algorithm 4: Conversion for direct value assignment

V = var; 

Vo is the initial value of V; 

Pstore set to empty; 

if V is not a response variaT is not a responsevariable then 

  for f = all activities do 
     if Found V := var in the f effects then 

        Add f precondition in Pstore; 
     end 

  end

end 

Add (V = 1 A var = 1 A Vo V) -+ (V Pstore) as sub-goal; 
Add (V = 0 A var = 0 A Vo V) - (V Pstore) as sub-goal; 

           Algorithm 5: Conversion for variable assignment

V = –ivar; 
Vo is the initial value of V; 
Pstore set to empty; 
for f = all activities do

if f is not a response variable then 
if Found V := –ivar in the f effects then 

     Add f precondition in Pstore; 
  end 

end

end 

Add (V = 1 A var = 0 A Vo V) (V Pstore) as sub-goal; 
Add (V = 0 A var = 1 A Vo V) (V Pstore) as sub-goal; 

        Algorithm 6: Conversion for negated variable assi gnment
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variable holds a certain value in the final state, and that it is different from its initial value, 

it implies that one of the preconditions of activities which subject that particular variable 

to hold that value has to be true. Currently, only variables of Boolean type are considered 

for conversion. Other types such as integer and finite domain sorts are subject to future re-

search. Conversion of variables is limited to 4 types of effects pertaining the variable, which 

are, V := 0, V := 1, V := var and V := var, where var is a variable. The first two types 

of conversion are shown in Algorithm 4. The third type is shown in Algorithm 5, whereas 

the fourth is shown in Algorithm 6. The number of generated sub-goals is denoted nSG. 

Extra sub-goals equipped with weights reduces the effective branching factor. Optimizing 

the relaxed problem thus gives a better lower bound.

4.6.5 Bacterial Memetic Algorithm Lower Bound Estimation

  Bacterial Memetic Algorithm (BMA) is applied for finding the optimal solution for the 

relaxed optimization problem discussed in Section 4.6.4. BMA is a population based stochas-

tic optimization technique which effectively combines global and local search in order to 

find good quasi-optimal solution for the given problem [19]. The encoding of the individual 

is a sequence with K — 1 indexes. The evaluation of the bacteria is calculated by Eq. (4.6):

Cost = E C(At) + Gc(A o S0) 
0<t<K

(4.6)

  The operation of the BMA starts with the generation of a random initial population 

containing NZnd individuals (see Algorithm 7). Next, until a stopping criterion is fulfilled 

(which is usually the number of generations, Ngen), we apply the bacterial mutation, gene 

transfer, and local search operators. Bacterial mutation creates Nciones number of clones 

(copies) of an individual, which are then subjected to random changes in their genes (see 
Algorithm 8). The number of genes that are modified with this mutation is a parameter of 

the algorithm (lbm). After the bacterial mutation, the gene transfer operation is applied at 

population level (see Algorithm 9). It means copying genes from better individuals to worse 
ones. For this reason, the population is split into two halves, according to the cost values. 

The number of gene transfers in one generation (NZn f), as well as the number of genes (lgt), 

that get transferred with each operation, are determined by the parameters of the algorithm. 

The last operator in each generation is the local search, which performs reparation of all 

individuals, using a lookup table, which describes conflicting values in the neighborhood 

genes of the bacterial chromosome. BMA has been successfully applied to wide range of 

problems. More details about the algorithm can be found in [19], [22].
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Create initial population; 

generation - 0; 
while                 do 

for i — 1 to Nind do 
BacterialMutation(bacteriumi) 

end 
GeneTransfer; 
for i - 1 to Nind do 

LocalSearch(bacteriumi) 
end 

generation generation + 1;
end

Algorithm 7: Bacterial Memetic Algorithm

Create Nelones + 1 clones of bacterium; 

Nsegments K/lbm; 
for i 1 to Nsegments do

Select lbm yet unmutated random genes; 
for2toNelones + 1 do 

Mutate the selected genes in clonek 
end 
for k +- 1 to Nelones + 1 do 

  Evaluate clonek using Eq. (4.6) 
end 
Select the best clone; 
Best clone transfers the mutated genes to all clones;

end 

bacterium best clone 
                 Algorithm 8: Bacterial Mutation

for i - 1 to Nin f do

Ascending order of the population according to Eq. (4.6); 
SourceBacterium Random(0, ... , Nind/2 — 1) 
DestinationBacterium Randorn(Nind/2, ... , Nind) Select random 
consecutive lgt genes; 

Transfer the selected genes from SourceBacterium to DestinationBacterium

end

Algorithm 9: Gene Transfer

101



CHAPTER 4. CONSTRAINT SATISFACTION AUTOMATED PLANNING IN SERVICE 

 PROVISION

4.6.6 Local Search

  Combinations of activities that produce trivial effects should be avoided. Examples of 

such combinations are turning on and then off the lights, and turning the light on two 

consecutive times. 

  In this work, we only assume combination of two. To obtain a list of such trivial pairs, all 

activities are paired with other activities, including themselves. Given an initial state, a pair 

of activities is considered trivial if the state after their execution is the same as the initial 

state. The list is generated according to the activities available before the search commences. 

  This list is used by BMA to perform local search and better reparation. The local search 

list is also used in branch and bound search through LSh_Check. It determines whether 

branching out of a particular activity is redundant given the previous activity, thus, reduc-

ing search space.

4.6.7

4.6.7.1

Experiments 

Setup

and Discussion

  Examples of wrapped atomic activities are shown in Table 4.7. Preconditions and effects 

are shown as first order logic (FOL) to save space. In actual implementation, the formulas 

are all grounded. 

  Activity Nop has weight wNop = 1. Every other activities have weights greater than 

that of Nop. This means, activity Nop is preferred over others after the goal is achieved. 

Sub-goals (not goals) have weight wSG = 1. Every goal (not sub-goals) have weight = 

K x wNop + nSG x wSG. This puts goals as having higher priority than activities and 

sub-goal fulfillments. 

  Since the purpose of this work is not on ways to set weights, but to come out an opti-

mized plan around pre-defined weights, weights are set for the purpose of experiments. The 

same case applies to goals. Goals, initial conditions and weights (termed configurations) are 

specially designed such that optimal plans consist of 4 to 16 steps of activities. These assort-

ments of configurations will be randomly chosen given the number of steps of the optimal 

plan during test.

102



CHAPTER 4. CONSTRAINT SATISFACTION AUTOMATED PLANNING IN SERVICE 

 PROVISION

O 

w V) 

Z 

w 

cu 

a 
cid H

 c  c c c

m

rl

I I

fi
rl

U

w

r-I

I I

U r-1

I

rl

I I

OJ

U

I I

rl

I I.

CV

rl

I I•
CV

r-1

In)

CS

CD-

.

I I

" c3

as

C3

C.)

rl

I

rl

I I

'C3

o,

V

CS-

I I

N

r-1

IZ3
U

U

r-I

I

I I

" c3

as

C3

U

CS-

I

r-I

I I

rl

I I

r-I

I I

I I

rl

I I

N

q rl

I I

r-I

I I

UU

I I

q

r-I

I'03

UC'

~U
r-I

I

rl

I I

I I

I I

Q;V

Ct

V

rl

II

I

'70

C'

Q.)

I I

rl

I I

o'

rl

I I

r-I

I I
'C3

o'

V

I I

II

 

I I
I I

 

I I

0

0
c)

•N

Q)

m 11

r,

I I

i-~
O• rl

O

au tir

m

' N

' N

c

T
NN

' N

' N

I I

l3

0

Q
Q)N)

Q)

m

I I

0

•

I I

•

0

t

r^v1

0

' N

Q]

' N

<

I I

Q)
N~N

cdz

0

0

N

bA

0

0

N

a)
bA

0

0

bA

0

0

bA

O O

bA

z0

bA

bA
• •

0

as 0

cid

O
O

O
O

O

0
0

O

0

Oa)

•

O

•

a,
0

.
1

U

O

H

0

c/-i

 N I N

r-I 

0 

Z
t~ r-I    I I. 

nn O 

 N y~ 

O 

O n~n O) 

II. 
•III • 

•Q)

0) 0: 
c•:-

N 

rUN VV

103



CHAPTER 4. CONSTRAINT SATISFACTION AUTOMATED PLANNING IN SERVICE 

 PROVISION

Table 4.8: Example activities

Name Precondition Effect wt

generatorlON true gl := 1 3

generator2ON true  g2  :=  1 2

light' 1' ON gl = 1 V g2 = 1 Ll := 1 4

light' 2' ON gl = 1 V g2 = 1 L2 := 1 2

 light' 3' ON gl=1Vg2=1 L3:=1 3

fan' 1' ON gl=1Vg2=1 f1:=1 3
fan' 2' ON gl=1Vg2=1 f2:=1 2

  As an example, assume K = 10. Table 4.8 shows the activities in this example. All 

formulas are grounded. Boolean is treated as an integer of 1 and 0. 

Goals are as follows: 

2=L1+L2+L3 

fl=1 

f2 = 1 

f2 f1

Initial state isgl=0,g2=0,L1=0,L2=0,L3=0,fl=0,f2=0

The optimal solution is: 

generator2ON=light' 3' ON=light' 2' ON=fan' 2' ON

The optimal cost is: 

14(activity cost)+0(sub-goal cost)+10(goal cost)=24

Therefore, the optimal plan is 4 steps with optimal cost 24. 

If instead, the planner gives the following solution: 

generator2ON=light'3'ON=light'2'ON=fan' 1'ON 

Its cost is now 25. The difference from optimum cost is thus 4.17%.

4.6.7.2 Parameter Selection

Parameters for BMA are number of generations Ngen, number of bacteria NZnd, number 

of clones Nclones, mutation segment length lb, ,, number of infections NZnf, and infection 

segment length lgt. For speed and simplicity, lbm, NZn f and lgt are all set to 1. 

Parameter Ngen, NZnd, and Nciones are selected via a test run with total sequence K of
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Table 4.9: Planning cost for various Ngen, NZnd, and Nclones values

 Nqen Nclones

Nn d
3 4 5 6 7

4 2 19.7 20.2 18.6 19.1 18.8

6 2 19.3 18.5 18.7 17.9 18.2

8 2 18.4 18.1 18.2 17 16.2

10 2 17.3 17.2 16.8 17.2 16.3

4 3 18.2 19.5 17.7 18 17.6

6 3 18 17.6 17.6 17.5 17.4

8 3 17.7 17 16.6 17 16.7

10 3 16.4 16.8 16.3 16.2 16.2

4 4 19 18 17.7 17.8 17.4

6 4 17.2 17.1 16.8 17 16.9

8 4  16.6 I 16.8 I 16.7 I 16.7 I 16.6

10 4 16.7 I 16.2 I 16.3 I 16.4 I 16.1

10, with optimal solution having 4 activity sequence. UB_Re f ine, LSh_Check and local 

search are not applied in this test. Table 4.9 shows the planning cost and Table 4.10 shows 

the training time for various values of Ngen, N2nd, and N 1ones. Only the relevant parameter 

settings are shown in the tables. 

From the tables, Ngen of 8 and 10 has a more consistent result with increasing NZnd. 

Besides, general performance is better compared to the lower Ngen values. The downside 

is their time consumption in order to obtain the solution. For the subsequent tests, Ngen = 

10, NZnd = 3, and Nelones = 3. From the tables, with Ngen = 10 and Nelones = 3, the 

performance is more consistent and nearer to the optimal solution. N2nd will remain at 3 
due to time consumption constraint.

4.6.7.3 Planning Performance without Time Threshold 

Planning test is performed with UB_Re f ine, LSh_Check and BMA local search. As 

mentioned in Section 4.6.3, UB_Re f inc will loop through the activity sequence and checks 

whether their omission will produce better results. LSh_Check will check whether branch-

ing out of an activity is redundant or not based on the local search look up explained in 

Section 4.6.6. Total sequence K is set to 20. A set of goals is designed such that the num-

ber of activities of their optimal plan lies between 4 and 8. Test is performed on 4, 6 and 8 

optimal plan sequence (OPS), where the designed goals are randomly selected. 

  For each OPS, 5 sets of modifications are tested, which are, 1) planning without 

UB_Re f ine, LSh_Check and local search 2) planning with UB_Re fine and without

105



CHAPTER 4. CONSTRAINT SATISFACTION AUTOMATED PLANNING IN SERVICE 

 PROVISION

Table 4.10: Planning time (seconds) for various Ngen, Nznd, and Nclones values

 Nqen Nclones

Nn d
3 4 5 6 7

4 2 5.1 5.3 7.5 8.8 10.3

6 2 7.8 8.5 10.8 14.9 14.5

8 2 8.1 12.9 16.5 19.2 20.3

10 2 13.2 11.8 33.2 19.2 32.9

4 3 6.6 7.4 10.5 11.8 14.1

6 3 8.7 12.2 11.6 23 28.9

8 3 11.9 22.8 19.9 26 32.3

10 3 13.9 24.4 30.2 22.9 25.3

4 4 9 9.1 12.1 13.3 14.6

6 4 10.3 18.7 26.7 20.4 34.2

8 4  19.2 I 19.9 I 28.2 I 25.3 I 39.4

10 4 20.5 I 38.5 I 30.2 I 34.5 I 36.5

LSh_Check and local search 3) planning with LSh_Check and without UB_Re fine and 

local search 4) planning with both UB_Re fine and LSh_Check but without local search, 

and 5) planning with UB_Re f ine, LSh_Check and BMA local search. Modification 1 to 

4 can be seen as Bacterial Evolutionary Algorithm, while Modification 5 is the BMA. Each 

modification is run 20 times. There is no time threshold, therefore, for every test run, the 

planner will proceed until full search is completed. Figure 4.5 shows the result on distance 
from optimum cost, with their planning time shown in Figure 4.6. 

It can be observed that inclusion of UB_Re fine and LSh_Check can help improve 

performance in terms of approaching the optimum cost, although LSh_Check has a wider 
distribution compared to UB_Re fine if applied individually. With the inclusion of local 

search, the performance is further enhanced. 

  In terms of consumption time, as expected, the more activities are required, the slower 

the planning time. But the inclusion of local search greatly reduces planning time, as this 

may due to the fact that BMA has a higher chance of obtaining good combinations given 

reparation from the local search.

4.6.7.4 Planning Performance with Time Threshold

  Previous test shows that time consumption is a significant issue, where planning time 

may reach several minutes. To increase OPS further becomes impractical. 

  Alternatively, instead of waiting for the planner to finish, the best possible solution 

within a certain time limit can be used instead. This is likened to the planner generating
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Figure 4.5: Distance from optimum cost (in percentage) Test result for planning without time 
threshold. Modification from 1 to 5 (explained in Section 4.6.7.3) are indicated by color blue, red, 

green, magenta and black respectively. The top of the box indicates the 3rd quartile, and the bottom 
of the box indicates 1st quartile. The cross indicates the median. Line extension shows the minimum 

   and maximum of the collected test samples. Same indicators apply to subsequent graph.
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Figure 4.6: P1annin g time test result for plannin g without time threshold
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Figure 4.7: Distance from optimum cost (in percentage) test result for planning with time thresh-
                           old of I minute

the first few moves for execution, before proceeding further to eventually complete the 

whole process. 

  To test on this idea, a time threshold on 1 minute is used to obtain plans of OPS from 10 

to 16. If planning process doesn't end after 1 minute, the best solution is obtained instead. 

Experimental procedure is the same as in Section 4.6.7.3. Result of distance from optimal 

cost is shown in Figure 4.7. Consumption time is not examined as most of the planning 

process exceeds threshold time. 
UB_Re fine and LSh_Check don't fair so well by themselves. From time consumption 

result shown in Figure 4.6, both of them when applied individually, requires longer searches 

for OPS of 6 and 8. Cutting them short by introducing a time threshold of 1 minute forces 

the current best solution to be used, which is sub-optimal. Combining them, coupled by the 

local search enables the planner to obtain significantly better plans. Spread of distribution 

of performance is also reduced at a significant magnitude, indicating a more consistent 

performance given local search is employed for gene reparation in BMA. 

  The performance test from Figure 4.7 is conducted with the assumption that the opti-

mum plan is to be obtained given only 1 planning being done. The bad performance of the 

distribution is mainly due to unfulfilled goals (since goals impose the most weights). One 

planning is fairly restrictive, given that in real life, planning and execution can be done 
sequentially. This means, planning only needs to come up with partial plan to be executed,
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Table 4.11: Performance for continuous planning for modifications 1 to 5

Modification 1 2 3 4 5

Difference from Optimum  30.3% 4.5% 15.4% 2.2% 2.0%

before proceeding to the next plan, until all goals are fulfilled, which is obviously more 

efficient. Such continuous planning is tested with 16 steps of optimal plan. Planning (and 

execution, which is just the manipulation of state variables) is run until no plans can be 

 devised (which means all the activities in the K — 1 sequence of activities are all Nop). 

Threshold is 1 minute for each planning process. Performance is shown in Table 4.11. As 

can be observed, performance drastically increases, which shows that although devised plan 

given one planning is done may give worse result, this is due to the plan being an incom-

plete plan. Given multiple implementation of the planner (with execution), it will approach 
the optimal solution. The bad result of modification 1 and 3 is due to redundant activities 

that contribute more costs. For other modifications, the main reason why they can't reach 

0% difference from optimum is due to goals that are related to conditions on integer (For 

example, 3 < L1 + L2 + L3 + L4, where there are specific activities to set L1 to L4 1 or 

0 with different weights). As our current sub-goals doesn't take integer into account, the 

planner doesn't know whether it is getting nearer or further away from a solution related 

to integer. It only consider whether the constraint is fulfilled or not. In this case, it may 

choose activities with higher costs to fulfill the goal. Future work will involve generating 

sub-goals for constraints involving integers to improve branching factor.

4.6.8 Remark

  The planning problem itself is a mixture of soft and hard constraints. By exploiting 

the structure of the planning problem itself, it can be represented as a branch and bound 

search problem. Lower bound is calculated given a relaxed version of the original problem 

by exploiting the precondition and effects of the activities of the smart home. The relaxed 

optimization problem can be readily handled by evolutionary methods, such as the BMA in 

our case. BMA provides a lot of room for future research especially in the realm of its local 

search. 

  Results obtained from planning with and without time threshold demonstrate the ap-

plicability of our approach. Besides, it also shows the strength of applying local search for 

more efficient reparation of potential solutions in the BMA. 

  Yet, the work is still far from complete. At the moment, conversion of sub-goals of the 

relaxed optimization problem only deals with Boolean data type. More efficient branching
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factor can be achieved if other data types are taken into account. Apart from that, faster 

searches and better heuristics should be devised to achieve better planning performance. 

Given the structure of the problem, search space can also be reduced by applying bucket 

elimination [80], where functions of low arity are eliminated before passing the constraint 

graph to search methods. Possible works such as weighted CSP [81] and partial fulfillment 
of objective used in [86] can shed some light in this respect.

4.7 Concluding Remarks

  In this chapter, automated planning of the smart home through solving its represen-

tation of CSP is laid out. Dynamic planning is also implemented to deal with uncertain 

situation. Given the optimistic nature of CSP planning, certain measures need to be taken 

to prevent it. 

  Yet there are some limitations in CSP approach, which are, it is unable to deal with 

partial goal fulfillment and optimization. Therefore, extension to Weighted CSP is built to 

handle these issues. Results for up to 16 steps plan ahead shows favorable results. 

  At the moment, planning via CSP requires rules to be manually written down. No intel-

ligence and reasoning is endowed. In the next chapter, planning is equipped with ontology 

and reasoner engines to exhibit intelligence service provision.
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Chapter 5

Semantic Reasoning  In Service

Provision

  Knowledge representation is required to provide smart home with reasoning capability. 

This is crucial such that object semantics and their relationships can be inferred. This is also 

important for device binding which is required in generating rules for automated planning. 

  This chapter aims to extend the smart home and automated planning by endowing rea-

soning capability to it, which is handled by Semantic Reasoner Module (SRM). The main 

focus will be on the construction of the building ontology, such that semantics and relation-

ships between objects in a building can be inferred to assist in service provision. Automatic 

variable binding based on their semantics will also be dealt with such that planning oper-

ators can be generated for automated planning. 

  Section 5.1 shows the applicability of OWL in knowledge representation for buildings 

such that reasoning can be achieved. Section 5.2 shows how planning operators are gen-

erated from the knowledge constructed by OWL for automated planning. To demonstrate 

that the system can be extended to support robot planning and reasoning capability as part 

of the smart devices, Section 5.3 describes how a home service robot can be realized that 

utilizes the knowledge base of the house.

5.1 Building Ontology

  The building ontology defines the relationships between entities and their concepts that 

are within the building environment. It is stored in the knowledge base and is described 

according to Web Ontology Language (OWL) ontology that contains structural, type and 

device information. Room layout, locations and permanent installations such as doors and
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windows as well as their properties are stored as graphs. Devices with their functionalities 

are also encoded. OWL description logic is used as knowledge modeling language due to it 

being decidable and that it is endorsed by the World Wide Web consortium (which means 

there are abundant tools and compatibility support). 

  Apart from mere storage, knowledge representation represented as graphs can be used 

to generate additional information based on certain ontology schema. Knowledge genera-

tion is based on description logic used via inference engine. With this, user does not need 

to specify every knowledge graph as they can be automatically inferred given appropri-

ate ontology schema. Detailed information on OWL description logic and their modeling 

method can be obtained from [75, 4]. 

  The knowledge will be used to give smart home intelligence. With intelligence, smart 

home is able to perform reasoning in making the appropriate decisions. The knowledge will 

also be used to generate planning operators, which are wrapped up atomic services from 

devices connected to the smart home.

5.1.1 Case Study: Fire Emergency Planning and Support 

  This section demonstrates the use of OWL in constructing knowledge representation 

to provide intelligence and reasoning capability that is decidable for a building. The case is 

for fire emergency planning and support. 

  Information system has been widely used in the field of maintenance, designing and 

manufacturing for factories [98]. In a large building complex with large number of rooms 

and object distribution, situation can be chaotic given a disaster situation such an earth-

quake, which can lead to fire in multiple locations of the building. Given the layout of the 

building and arrangement of crucial objects like those that are combustible, and also de-

pending on the state of doors and windows, locating danger zone and escape outlet can be 

hard. The spread of smoke and gases, which closely depends on whether certain doors are 

opened/closed, further complicate the situation. Information on the possible danger zone 

in times of emergency is thus crucial. Given a building that is equipped with sensors to 

realize ambient intelligence and knowledge structure of the building, such information can 

be obtained instantaneously through description logic reasoning. Objects of the building 

can be assigned with their semantic meanings. This includes the description of the rooms, 

and their relationships with every other room, such as their adjacency. Description logic is 

used to define the building as a graph, where objects are classified into classes, with prop-

erties to connect between them. The graph generated via description logic can be used for 

further inference for more data, and also be used for querying.
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  By modeling a building as a semantic graph described via description logic, syntactic 

risks of every part of the building (given every part are treated as an individual object) can 

be inferred using an inference engine or reasoner. With the reasoner, inference can be made 

in real-time with current situation. This is important as the world is dynamic, such as doors 

opening and closing or locked, and hazardous materials being moved around. 

 As situations and the effects of fire are highly unpredictable, axioms obtained from de-

scription logic are of course not sufficient to model the real environment. Building fire emer-

gencies need to take into account not just the surrounding, but also the flow-of-influence 
for object states and distributions, which requires logical constructs. One can resort to 

densely modeled rules (which is extremely tedious and difficult to expand) or inferred from 

probabilistic or analogous models like probabilistic graphical model and SVM respectively 

(though they cannot directly support logical constructs and notion of causality). Our inten-

tion is to provide the latter with representations that are generated from the logical con-

structs of the description logic. Case studies done are to demonstrate the influence of flow 

due to object relationships inferred via OWL DL, where it is decidable. Learning models 

can use the stable representation to acquire more accurate depiction of the environment. 

  Ontology is setup such that knowledge can be represented according to its schema, 

which can support reasoning on possible dangers and escape outlets. In this work, empha-

sis is given to dangers from fire emergency. In such a case, building layout and location 

of combustible objects as well as possible escape outlet are important in determining the 

magnitude of danger of different locations of the building. 

  Therefore, the building ontology is built according to the building layout (rooms, doors, 

windows), and the classification of objects (package, combustible materials). Ontology is 

built based on the OWL DL language. Due to the limitation imposed on OWL in order to 

ensure that inference can always terminate, certain crucial functions such as implication 

rules cannot be directly modeled using the language. In this case, rules are normally mod-

eled through SWRL. In this work, we use the query language SPARQL (which is the query 

language endorsed by W3C) to perform the work of SWRL. SPARQL is a descriptive query 

language that is able to support the implementation of rules and assertion of new axioms 

in the knowledge base [4]. But care should be exercised when using SWRL or SPARQL to 

avoid inconsistency of the ontology. For ease of notation in this section, property, which 

is part of the Resource Description Framework (RDF) triple, will sometimes be represented 

in predicate form. For example, an RDF triple `Adam isA Boy" can be represented as pred-

icate "isA(Adam, Boy)". This predicate will return true if the triple `Adam isA Boy" exists 

in the knowledge base, and false otherwise. Besides that, a class can be shown as concept 

assertions, where triple "Dog rdfitype Animal" can be represented as Animal(Dog).
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  Also, for new triple assertion, where SPARQL is used, First Order Predi-

cate is represented for ease of reading. For example, given the following formula 

 isA(?a,Boy)-+ isA(?a,Human), which means that if an instance is related to Boy via isA, then 

it is also related to Human via isA. This formula represents SPARQL Construct query shown 

below: 

CONSTRUCT { ?a :isA :Human.} 
WHERE {?a :isA :Boy} 
More information on the modeling of ontology can be obtained from [4].

5.1.1.1 Object Classification 

  For object classification, objects are assigned to classes that are relevant to their proper-

ties. It is assumed that the objects involved contain RFID tags with their unique ID that can 

be easily read. Given objects RFID are detected, they are then represented as instance, and 

are assigned to a class via rdfitype property. Given this, objects can be easily assigned to 

their attributes (combustible, explosive, acidic etc.), functions (product2, fire extinguisher), 

locations (rooml, kitchen) and package group. For simplicity, only relationships that are 

relevant to the case studies are described. 

  Every object is represented as a node in the semantic network graph, which is also 

an instance. Objects will be assigned IDs via property haslD. Certain objects may come in 

groups with other objects, such as materials in a luggage or a container. Since the group is 
also an object, it has its own reified node. Objects that belong to the group are related to 

it through the property inGroup. Group objects have their own unique class to encase all 

the objects that belongs in it. Therefore, for every group object, a class is created, equipped 

with the restriction (in Turtle): 

[a owl:Restriction; 
owl:onProperty :inGroup; 

owl:hasValue G]. 

where G is the instance of the group. This means, any instance that is related to the instance 

G through property inGroup will be assigned under the unique class corresponding to G. 

  Objects will also be assigned attributes. Attributes that are relevant to the subsequent 

case studies are being combustible, explosive and acidic. These attributes are represented as 

classes, where objects with such attributes will be assigned to the relevant class. Note that 

these classes may overlap. The three attributes (combustible, explosive, acidic) are subsumed 

by the class dangerousMaterials. To represent the location of objects, every object instance 

is related to a location instance through property locatedAt. Care needs to be taken when
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specifying locations for objects in groups, such that all of them, including the group itself, 

are pointing to the same location node. It is assumed that there are means to detect humans 

in the rooms, either from direct human detection via camera or RFID. A room is assigned 

under haveHuman class if humans are detected. Knowing whether there are humans and 

their locations in the building is important for rescuers to take further actions, as well as 

determining whether the humans are under trapped position or not. For the later, it can be 

represented by the following rule: 

 haveHuman(?r) A  —,  validEscape0(?r)  -+rescue(?r) 

The rule states that if a room has humans and that it is not an escape path, then it requires 

rescue by assigning the room under rescue class. Details on validEscape0 are given in 5.1.1.3.

5.1.1.2 Building Layout Modeling

  For building layout, ontology needs to be built such that room adjacency and their re-

lationships with any other rooms can be obtained, termed as location ontology. These re-

lationships should also be influenced by the opening/closing of doors, location of escape 

outlet and where dangers are located. 

  A door must be associated with two rooms. Its relationship with a room is via property 

isDoor. A door belongs to class doorOpen if it is open. Therefore, before inference begins, 

axioms should be asserted for every door that is open. Doors that are not assigned to this 

class are considered closed. Two rooms are adjacent if at least one of the doors between 

them is open. Adjacency between two rooms is defined by the property isAdjacent, which 

has a symmetric property (if room 1 is adjacent to room 2, so is the case for the other way 

round). Adjacency axiom can be asserted by: 

isDoor(?d, ?r1) A isDoor(?d, ?r2) A doorOpen(?d) -+ isAdjacent(?r1, ?r2) 

Another alternative to the above mentioned rule is to use restriction from cardinality on 

the property isAdjacent. This eliminates the need to explicitly assert axioms of adjacency 

as it can be taken care of by the inference engine, but preliminary test shows that this 

approach is very slow. Property isConnected is defined by the rule: 

isAdjacent(?r1, ?r2) -+ isConnected(?r1, ?r2)

  Property isConnected is not equivalent to isAdjacent. isConnected is endowed with tran-

sitive property. Whereas isAdjacent only links two rooms that are next to each other given 

that there is a path between them, isConnected relates a room (denoted as RoomA) to any 

rooms that are related to any other rooms that are related to RoomA via isConnected. 

A room's relationship with windows is made through the property is Window. In this
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work, no windows between rooms are assumed, except for windows the links rooms with 

the outside. There is a node that reifies the state of being outside of the building, which 

is the outside node. It is treated the same as any other rooms, except that it provides the 

point of an escape outlet. Windows and doors that leads to outside of the building, given 
that they are open, will cause the corresponding room to be adjacent to the outside, which 

is described as: 

 isDoor(?d,outside) A isDoor(?d,?r) A doorOpen(?d) -+ isAdjacent(?r,outside) 

isWindow(?w,r) A windowOpen(?w) -+ isAdjacent(?r,outside) 

Given the above rules, since outside provides the point of an escape outlet, the following 

rule describes this property: 

isAdjacent(?r,outside) -+escape5(?r) 

escape5 indicates that the room assigned under it is a potential escape outlet, but not under 

full certainty, as danger like fire may occur in the same room. The details of the class escape5 

will be given in Section 5.1.1.3.

5.1.1.3 Influence from Adjacency

  Given two rooms are adjacent, certain influence of danger or determining whether the 

current position will lead to an escape outlet can be inferred from the information of the 

adjacent room. In this sub-section, two influences from adjacency will be explained, which 

are 1) the spread of smoke 2) Determination of escape outlet 

  In a building, it is assumed that there are sensors in place that detects fire and smoke. 

Any room with danger detected will be assigned under the class roomDanger. Danger can 

be known from the sensors on fire and level of smoke, and also whether there are hazardous 

materials around. The remaining rooms will be assigned nonDanger by the following rule: 

room(?r) A notAssigned(roomDanger, ?r) )— nonDanger(?r) 

where notAssigned(a,b) means if b is not assigned under a. 

  Smoke level consists of multiple levels, depending on the severity. The number of levels 

depends on the individual choosing. 6 levels are assigned, starting from level 0 to level 5, 

where level 5 has the highest severity. A room with a certain level of smoke is assigned to 

the corresponding class, denoted by levelClass ̀ n'. Since there are 6 levels, the classes are 

levelClassO, levelClassl, levelClass2, levelClass3, levelClass4 and levelClass5. It can be safely 

assumed that a class of lower level subsumes the higher class. For example, a room with 

smoke level of 5 will have at least a smoke level of 4, and so on. 

  Given this assumption, flow of influence due to adjacency can be modeled by imposing 

restriction on the level class (in Turtle):
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 levelClass ̀ n' owl:equivalentClass 

[a owl:Restriction; 

owl:onProperty :isAdjacent; 

owl:someValuesFrom levelClass `n+1']. 

In this case, the smoke level of a room can cause rooms adjacent to it to be assigned to the 

class of lower smoke level. 

  As mentioned before, determining escape outlet can also be influenced by information 

of the adjacent room. Like wise to smoke level, we will assign 6 levels to signify how near a 

particular room is to the nearest escape outlet, where the level class is denoted as escape ̀ n', 
namely escape0, escapel, escape2, escape3, escape4 and escape5. The higher the level, the 

nearer the room is to an escape outlet. Also, lower level class subsumes the higher level class. 

But the flow of influence is not as direct as that in the case of smoke. A room that is deemed 

dangerous should not propagate influence regarding escape outlet. That means, flow of 

influence only works for those rooms assigned under the class nonDanger. Lets denote the 

intersection between class escape ̀ n' and nonDanger as validEscape'n'. Restrictions are then 

applied to this class instead as (in Turtle): 

escape`n' owl:equivalentClass 

[a owl:Restriction; 
owl:onProperty :isAdjacent; 

owl:someValuesFrom validEscape `n+ 1 '].

5.1.1.4 Multistage Inference

  Inference for the state of the building cannot be done in one stage, where certain axioms 

can only be asserted given previous axioms, such as the determination of escape outlet that 

needs information on the nonDanger class. In this case study, the number of stages is limited 

to two. 

  In the first stage, the core ontology is asserted, which includes the symmetric property 

of isAdjacent, restrictions on levelClass ̀n', subsumption for levelClass ̀n', etc. The core asser-

tions for the first stage are shown in Table 5.1. In this stage, axioms asserted from sensors 

and assertion of adjacency from opened doors are also performed, which are: 

1) isDoor(?d, ?rl) A isDoor(?d, ?r2) A doorOpen(?d) -+ isAdjacent(?rl, ?r2) 

2) Assigning rooms to roomDanger if sensors pick up any danger signal 

For the second stage: 

room(?r) A notAssigned(roomDanger, ?r) ) nonDanger(?r) 

haveHuman(?r) A—ivalidEscape0(?r) -+ rescue(?r)
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Table 5.1: First Stage Assertions

No. Assertion

 1  Restriction to levelClass4 with owl : someValuesFrom on property isAdjacent to levelClass5

2 Restriction to levelClass3 with owl : someValuesFrom on property isAdjacent to levelClass4

3 Restriction to levelClass2 with owl : someValuesFrom on property isAdjacent to levelClass3

4  Restriction to levelClassl with owl someValuesFrom on property isAdjacent to levelClass2
5 Restriction to levelClassU with owl someValuesFrom on property isAdjacent to levelClassl
6 validEscape5 as intersection of escape5 and nonDanger

7 validEscape4 as intersection of escape4 and nonDanger

8  validEscape3 as intersection of escape3 and nonDanger

9 validEscape2 as intersection of escape2 and nonDanger

10 validEscapel as intersection of escapel and nonDanger

11 validEscape0 as intersection of escape() and nonDanger

12 Restriction to escape4 with owl : someValuesFrom on property isAdjacent to validEscape5
13 Restriction to escape3 with owl : someValuesFrom on property isAdjacent to validEscape4

14 Restriction to escape2 with owl : someValuesFrom on property isAdjacent to validEscape3
15 Restriction to escapel with owl : someValuesFrom on property isAdjacent to validEscape2

16 Restriction to escape() with owl : someValuesFrom on property isAdjacent to validEscapel

17 Restriction to escape() with owl : someValuesFrom on property isAdjacent to validEscape0

18 escape5 C escape4 C escape3 C escape2 C escapel C escape0

19 levelClass5 C levelClass4 C levelClass3 C levelClass2 C levelClassl C levelClassO

20 Combustible U explosive U acidic C dangerousMaterials

21 owl : SymmetricProperty for isAdjacent

22  owl : TransitiveProperty for isConnected

are run. Inference after this will show p ossi ble escape outlet for every room.

5.1.1.5 Design of Case 

  Case studies are performed to demonstrate the applicability of the designed building on-

tology to handle emergency situation. The main focus is on the detection of danger zones 

and determining escape outlet given the point of disaster, distribution of objects, state of 

doors and possible escape outlets. For this case study, FaCT++ [132] is used as the descrip-

tion logic inference engine. Rules and axiom assertions are implemented through SPARQL, 

which, in this work, is uniquely written to work with FaCT++. 

  Figure 5.1 shows the building layout used for the case studies, where blue rectangle 

indicates doors, red rectangle indicates windows. The figure shows rooms (indicated by `R'), 

doors (in blue indicated by `d') and window (in red indicated by `w'). Given the windows 

and doors allocation, room R1, R2, R3, R6, R8, R11, R15, R18, R20 and R22 have the potential 

of being escape outlets if the doors or windows are opened. 

  Three configurations are demonstrated. 

Configuration 1: 

Fire occurs in corridor R10. There is an object that is combustible in room R13. Doors d11, 

d12, d13, d14 and d23 are opened. All windows are closed. 

Configuration 2: 

Fire occurs in corridor R12 and R11. There is acidic material in room R4. Doors d1, d2, d3,
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Figure 5.1: Building layout
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 d4, d5, d6, d7, d8, d9, d10, dl l, d12, d13, d14, d21, d22, d23 and d26 are opened. Window w6 

is open. 

Configuration 3: 

Fire occurs in R3 and R12. All doors are open, and all windows are closed. There are humans 

in R1, R21 and R22.

5.1.1.6 Smoke Hazard Visualization 

  In times of fire, it is generally useful to know how the smoke will spread given the 

condition of doors. This can help escapees and rescuers evaluate the danger of the particular 

section of the building. Test is run on the three configurations stated in Section 5.1.1.5. 

Figure 5.2 shows the visualization of smoke spread obtained from inference. Smoke spread 

information can be obtained at the first stage of multistage inference. 

For configuration 1, fire starts at R10. Smoke is at the highest level in R10, thus, R10 

is assigned under class levelClass5. Smoke spread according to the state of opened doors. 

Given the adjacent rooms, smoke level is inferred for rooms surrounding the point of fire. 

Rooms that are unmarked by colors indicating different levels in the figure are considered 

safe from the smoke. 

For configuration 2, fire starts in R12 and R11. Configuration 2 has more number of 

opened doors compared to configuration 1, thus, the spread of smoke is further. In this 

configuration, the spread of smoke is important in determining which rooms require more 

assistance. This can be observed from room R23, R15 and R10, where there is a constant 

level of inferred smoke level. Whereas, for rooms R1, R2, R3, R4 and R5, the smoke level 

is significantly lower. In this case, this information is important for both the escapees and 

rescuers to evaluate the overall situation in terms of smoke propagation. 

  Since all doors in configuration 3 are opened, visualization shows that the smoke will 

spread throughout the building.

5.1.1.7 Escape Outlet Visualization 

  After the second stage of the multistage inference, escape outlet can be obtained. Figure 

5.3 shows the visualization of escape path obtained from inference. Rooms that are not 

shaded are considered not part of the escape path. 

  For smoke spread information obtained in Section 5.1.1.6, smoke propagation does not 

give details of where a person should be headed to. Besides, distribution of hazardous ma-

terials will complicate the situation, causing people to take inefficient or wrong routes to 

safety. Information on such path, which takes into account points of danger, is important
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 Figure 5.2: Visualization of smoke spread
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Figure 5.3: Visualization of escape outlet 
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as it assists in deciding directions to take in order to reach a potential escape outlet. 

 Configuration one only has d23 opened, leading to the outside. Therefore, this con-

figuration only has one escape outlet. Due to fire occurring in R10, and the presence of 

hazardous materials in R13, the figure clearly shows the desirable path for people in R15 is 

to go through R14 instead, which can be inferred via building ontology. 

  Configuration two shows two escape outlet of level 5, which is R22 (has a door to the 

outside) and R18 (has a window). Although d23 is opened, which makes R11 potentially a 

level 5 escape outlet, but due to fire occurring in R11, this information is not propagated 

further. For people in rooms other than R18, their only outlet is through d22 in R22. From 

the result, human may know that they need to approach R15 in order to reach the escape 

outlet safely, as other ways are blocked. Path via R4 is not being considered a path as there 

are hazardous materials inside, thus, people from R1, R2 and R3 should approach R6 to R24 

and finally R10 to reach R15 to ensure their safety. 

  Result from configuration two clearly illustrates the point as stated earlier that smoke 

spread does not provide sufficient information on the escape route. From Figure 5.2b, it 

seems R1, R2, R3, R4 and R5 are the places to be to avoid smoke. But these locations are 

dead end, and therefore, from Figure 5.3b, it is wiser to follow a safe route to the nearest 

escape outlet. 

Configuration three has humans in rooms R1, R21 and R22. From the result, R1 and R21 

is assigned under rescue class because both these rooms are not escape paths. R1 is blocked 

by the fire in R3, and R21 is blocked by the fire in R12. Humans in both these rooms cannot 

easily reach any potential escape outlets. This information is crucial for rescuers to assess 

the situation and reach the victims. For humans in R22, since the room is an escape path, it 

is not assigned under rescue class.

5.1.1.8 Remark

  Two-stage inference of building ontology is built via description logic to support human 

in times of fire emergency for escapees and rescuers. Given the state of doors and windows 

and also the distribution of hazardous materials, as well as the general layout of the building, 

human judgments are negatively affected that is aggravated by the chaos of the situation. 

Building ontology can provide information on smoke propagation and determination of 

escape outlet, which is obtained through multistage inference. 

  The case demonstrates the effectiveness of knowledge representation via OWL, where 

intelligence can be endowed to support further inference as well as querying.
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5.2 Semantic-based Variable Binding for Rule Genera-

tion

  This section aims to extend the Informationally Structured Space (ISS) of the smart home 

by integrating CSP used for dynamic planning with description logic applied in knowledge 

representation, such that reasoning capability is enabled to generate planning operators 

based on existing devices for service composition. It automatically generates the required 

rules for service composition derived from individual devices that are connected to the 

home, where their semantic information is represented in accordance to appropriate ontol-

ogy schema.

5.2.1 Variable Binding Preliminaries 

  Figure 5.4 shows a subset of the ontology, where the superclass is Entity with 3 direct 

subclasses dealing with type, device and building layout information. Ontology branch-

ing from type represents the ontology schema for semantic representation dealing with 

categories of objects. Layout is the ontology schema that relates the different rooms and 

installations. Ontology extended from the Device class consists of controllable (devices that 

can be directly controlled by the ISS) and non-controllable (devices that cannot be directly 

controlled by the ISS) objects. Under non-controllable class, there is the requestable (objects 

that can be requested to perform certain task such as requesting human to bring out the 

garbage) and non-requestable (objects that are static like cups) class. Every object under 
Device class is associated with a location. Devices under controllable class are associated 

with services that the ISS can call. 

  Every device that is within the class Controllable shown in Figure 5.4 that is connected 

to the ISS is represented as a structure shown in Figure 5.5. These devices possess services 

called atomic services that can be controlled directly by ISS to fulfill goals. 

  Automatic service composition requires preconditions and effects to work. All atomic 

service belongs to class classService. Apart from variables from preconditions and effects, 

other parameters that the service requires for proper functioning but is not included as pre-

condition and effect variables for planning purposes are also crucial. Service composition 

is implemented via constraint processing, which is explained in Chapter 4. 

  All variables related to the preconditions, effects and other parameters of atomic ser-

vices belonging to a device will be associated with type classes. These type classes provide 

a way to determine the semantic meaning of the variables. All variables either belong to 

 stateVariable  or deviceVariable  class. stateVariable  is a class of variables that can be
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Class

 -> 

Object Subsume Belongs to

Door

Figure 5.4: Building ontology

controlled by services from other devices. deviceVariable is a class of variables that can 

only be changed by its own device. classVariable is a disjoint union of deviceVariable 

and stateVariable, as specified in the axioms shown in Table 5.2. 

  As the precondition and effect variables are required for service composition, which is 

done through logic programming, due to the fact that individual devices know neither the 

functionalities nor the variables of other devices, it is the task of the ISS to bind the variables 

by inferring their meaning through the concepts they are associated with. Binding can also 

be done through special queries between variables of different devices. 

  A subset of important axioms of the building ontology for variable binding is shown in 

Table 5.2. These axioms are used to infer additional facts about whether certain services can 

be used by ISS or not. Services that have some of their precondition variable not bounded 

to any fixed variable (variables that belong to the class classVariableFixed) cannot be 

used by ISS since the value of unbounded variable can never be determined during run-

time, otherwise, the service will belong to class classServiceFixed. Any variable that is 

an effect variable of services in classServiceFixed belongs to class classVariableFixed. 

There are no axioms that converts fixed variable to unbounded variable, thus, the process 

of finding fixed service will always terminate.
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Figure 5.5: Graph representation of device and its service

5.2.2 Variable Binding Procedure 

  Figure 5.6 shows the process flow to bind variables. After the knowledge base is initial-

ized, building ontology is loaded into the knowledge base by the first module. 

  The second module generates necessary data from the devices before being stored in the 

knowledge base. Devices dealt here are all under class Controllable. Every device comes 

with a specification that describes their services, variables and their semantics, possibly the 

device location and query information for further association. In the specification, every 

service also have a set of logical description that is coherent with the specification itself, 

which is used for constraint programming. Figure 5.5 shows an example specification for a 

TV. The TV has atomic services for turning on and off the TV, and a service for changing the 

channel. Services for switching the TV on and off only has effect variable, Tv _state, which 

is the variable indicating the on and off state of the TV. For service to change channel, it 

has precondition variables to check whether the user preferred channel is known and that 

the TV is on. TV _state and Tv _channel are both deviceVariable since no other device 

can turn the TV on and off and change its channel other than itself. User_channel is under 

stateV ariable since the variable can be set by other services that can provide user preferred 

channel. Given the devices' specification (as obtained from object repository), all devices, 

their services and variables are given unique IDs, which the ISS will address. The original 

variable name from their own specification file is not used because two different variables 

from different devices may have the same name, due to the fact that devices don't know
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the existence of each other. 

  But, there are some situations where two devices might need to co-operate with each 

other, where this knowledge of co-operation might be learnt or manually set by the user. 

An example is a casement window and curtain, where both have motorized control. If the 

curtain is installed for the casement window, when the window is to be opened, it needs 

to have an additional precondition, which is, the curtain needs to be open. Adding inter-

device link performs such inclusion of additional precondition. Inter-device link is a file 

containing information of how the rules and variables from different devices should be 

linked, which is defined by user at the current stage. One can refer to [7] as a possible 

candidate for learning such links. Given the link, additional precondition will be added into 

the corresponding service. From the example of the casement window, a precondition of 

curtain being open is added into the window's service of opening the window. 

 Variables from different devices that are of type stateVariables and is related to the de-

vices' service by property isE f f ectTo can be combined at the Combine Similar Variable 

module if they have the exact same combination of class types (this includes the service 

type and device type of the variable). A crude method of comparison is done, where no 

reasoning is used to determine whether these variables are similar or not. 

  With the axioms generated from previous modules being fed into the knowledge 

base, association of precondition variables under stateVariables is performed through 

querying. Querying is done by SPARQL. Using the previous example shown in Figure 5.5, 
User_channel by itself is of no use, unless it is associated with a variable (on user 

preferences) under the class classVariableFixed. Its potential association is written as a 
SPARQL command. For example, a variable AudioFeed from an audio device Audio is to 

be associated with an audio output of a device of the same location as the audio device 

with format X. The query can be written as:

SELECT ?AudioFeed WHERE { 

?a hasService ?AudioFeed. 

?a isLocated ?b. 

?aaX. 

Audio isLocated ?b.}

  The variable will be associated with returned result. For every queried variable that is 

associated with the precondition variable, a new service is generated for every variable. For 

example, given that there are 5 equipment that can provide an audio device audio feed and 

are in the same room as it, given the above example SPARQL query, 5 duplication of the
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Figure 5.6: Variable binding process flow

service will be generated, where each service is associated to a particular device. Although 

this will cause an increase in the number of services, result in Figure 5.8 shows that this 

approach is a lot faster compared to constraining the number of services by introducing 

a mediator service, given that the number of duplicated services isn't too large. Mediator 

service is a service that deals with routing different variables to one variable that they are 

associated to. 

Finally, services that belongs to class ServiceFixed through inference will be extracted. 

The inferences required are done through the axioms shown in Table 5.2. With the generated 

services, planning can proceed as how it is described in Chapter 4.

5.2.3 Example for Rule Generation for Planning 

  This sub-section illustrates how the system works using a simple example of 

robot announcing the weather. Figure 5.7 shows the devices involved and the rele-

vant services and variables. State variables are Weather, WeatherResult, Geolocation, 

GeographicLocation, C_weather and W eatherConstant. Others are all device variables. 

  The following are the preconditions and effects for the services (for planning):

GetW eather 

Precondition: GeographicLocationKnown = true 

Effect: W eather Result = W eatherResultres , 

W eatherResultKnown = true

Speak 

Precondition: I nPortKnown=true, I nCatKnown = true 

Effect: SpeakCat = I nCat
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Figure 5.7: Example graph of devices

 Announce 

Precondition: Weather Known  = true 

Effect: WeatherOutPort = W eatherOutPortr.es, 

W eatherOutCat = C_Weather

getGeoLocation 

Precondition: None 

Effect: GeoLocation = GeoLocationres

GiveValue 

Precondition: None 

Effect: WeatherConstant = Unique ID 

Assuming annotation are done for all variables and services, Weather will be asso-

ciated with WeatherResult, and Geographiclocation will associated with GeoLocation. 

C_weather is a constant, and is associated with WeatherConstant. Also, assume Vari-

able WeatherOutPort is of type WeatherAnnouncePort class subsumed by Port, and 

WeatherOutCat belongs to class AnnounceCategorg. For input variable InPort and 

InCat, they have SPARQL query that associates them with variables belonging to Port 

and AnnounceCategorg, and that both variables need to be from the same service. 

  Service getGeoLocation is fixed service because it doesn't have preconditions, mak-

ing GeoLocation a fixed variable. With GeoLocation being fixed, this turns service 

GetW eather into fixed service, which in turns convert W eather Result to fixed vari-
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able. All these makes service Announce a fixed service. Finally, for service Speak, 

 InPort  is associated with WeatherOutPort  because WeatherOutPort  belongs to 

WeatherAnnouncePort. Since WeatherAnnouncePort is subsumed by Port (which is 

what InPort is querying), association will be made. For InCat, association is made with 

AnnounceCategory, which belongs to the same service as WeatherOutPort. With the 

association, the names InCat and InPort in the preconditions for planning is replaced by 

AnnounceCategory and W eatherOutPort respectively. 

  During planning, in order for the robot to announce the weather, all one needs to define 

for the goal is SpeakCat = WeatherCat. With planning via solving the CSP, a sequence 

of plans is arranged in order for this goal to be fulfilled. A possible solution given by solving 

the CSP is: GiveValue getGeoLocation GetWeather Announce Speak 

Ends

5.2.4 Case Studies

  Current home automation system either covers simple service activation with knowl-

edge representation, service composition that requires expert design for complex planning, 

or service composition without exploiting reasoning. This work uses the method described 

in Section 4.3 for complex service composition and endows it with reasoning capability. 

The main concern of this thesis regarding knowledge representation is for variable binding 

for planning purposes. Relevant devices with their variables, services and semantic mark-

ups are shown in Appendix C. Variable binding process uses this specification to link the 

variables between devices, which is crucial for rule generation for service composition.

5.2.4.1 Case Study Setup 

  Relevant services related to the case studies are shown in Table 5.3 and 5.4. These ser-

vices consists of wrapped-up atomic services from the devices, web services and user de-

fined services. The specifications of the devices are shown in Appendix C. Since the main 

focus of this thesis is not on the middleware, emulator is built to support transfer of mes-

sages in the smart home. Reasoner FaCT++ [132] is used for building ontology reasoning, 

and Z3 [35] is applied for constraint programming. A separate module is also built to sup-

port necessary SPARQL querying capability on building ontology supported by FaCT++. 

The whole system is run on an 2.5GHz Intel Core i5 computer with 4GB RAM. 

  Modifications is made on response variable and how activities respond to it to solve 

optimistic planning problem compared to those described in Section 4.4.3. Instead of having 

response variable fixed throughout the planning process and choosing its value however it
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wants fit, we treat response variables just like knowledge and effect variable. The difference 

is that response variables are initialized to a special value that cannot be possibly returned 

by the activity dealing with the response variable. We call this special value Nan. Since 

every response variable has an associated knowledge variable, for every activity that takes 

this knowledge variable as a precondition argument, upon encountering Nan, the goal 

is considered achieve (we termed this as Nan response). Now, since Nan is a value that 

cannot be returned by the associated activity, during execution, Nan response can never 

be achieved. The planner is forced to re-plan, but this tile, in the absence of the response 

variable, since the knowledge variable already contains the necessary information. 

  To illustrate this, for example, the robot wants to ask the user whether he wants 

to play games or watch TV. Lets assume UserAnswer is the knowledge variable stor-

ing the choice of the user, and resUserAnswer is the response variable. During plan-

ning (and this is before ask the user), resUserAnswer = Nan, which causes the plan-

ner to composite a very short plan to pass Nan from resUserAnswer to UserAnswer, 

thus, UserAnswer = Nan, upon which the plan ends. Now, during actual execution, 

resUserAnswer can never be Nan. Therefore, after passing values from resUserAnswer 

to UserAnswer, precondition for default response is not met, forcing the planner to replan 

again, only this time, UserAnswer contains actual user choice. Intuitively, this approach 

forces the planner to obtain values for all response variables before starting the actual plan-

ning. The downside is that if too much knowledge variables associated with response vari-

ables are unknown, the planner will need to replan every time just to obtain their values 

before engaging in actual construction of plans. This problem can be alleviated by reduction 

of activity search space as explained in 4.4.1. Constant updating of knowledge variable can 

also improve the performance.

5.2.4.2 Duplication VS Mediation

  Every variable related to the service via isPreconTo will be associated with other vari-

ables via pre-specified SPARQL queries. The question is, should a new service be created 

for every association found? This means, duplications of the same service are made, where 

all differs in having the original variable replaced by the associated ones. The other alterna-

tive is to create an additional mediator service with mediating variable to pass values from 

different variables to the same service. 

  Test is performed to compare the planning speed of both approaches and to gain in-

sights. Planning speed comparison for both approaches are shown in Figure 5.8. Speed is 

compared against the number of mediators used when mediation approach is employed.
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Figure 5.8: Planning speed

  Mediating variable approach is slower than duplications when number of mediating 

variables are small. This is because mediating variables put more constraints on the search 

for possible solutions. But as the number of associations grows, duplication approach will 

start to slow down dramatically as services start to multiply due to the possible associations. 

For current system, we use duplication approach as the number of associations is less than 

10 associations.

5.2.4.3 Case Description 

  Case studies are performed to study the effectiveness of the approach in handling com-

plex service composition intelligently. The studies provide insights into their implications 
and directions for further development. 

  Here, we provide a story for a more integrated view on the cases. Imagine when the user 

comes home in the evening, the home should light up the appropriate light and announce 

unheard messages when he/she is away. If the home doesn't know what the user wants to 

do, it may query, upon which, it will make the necessary preparations (in the case study, 

the user wants to - though not limited to - take a shower or watching TV). While the user is 

at home watching TV, the house detected some movements at the garden. This triggers the 

security camera at the camera to capture and transfer video to the TV. Appropriate lights 

are turned on as well to provide sufficient illumination. If the situation is under control, the 

user can just tell the home to ignore it. Smoke break out in the wet kitchen while the user is 

in the living room. The home will activate the vent. It will also close the appropriate doors 

to separate the user from the location where the smoke occurs. 

  From the story, cases will involve a)preparation made by home automation after query-
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ing the user b)device signal connection c)choosing the right device and the number of de-

vices d)device control based on building state and semantics. The purpose of a) is to ensure 

that certain services are only provided after the home knows about user preferences from 

querying. b) is dealing with signal routing between different devices. Sometimes, the spe-
cific device to fulfill a task is not that important compared to the number of such devices 

running, which is dealt by c). For d), its purpose is to deal with services that depend on the 

knowledge representation and state of the home. a) and b) is handled in Case 1, b) and c) is 

handled in Case 2, and finally, d) is handled in Case 3. Simple service composition and de-

vice interoperation is not explicitly shown as they are subsumed by Cases 1 to 3. As stated, 

the motivation is to acquire crucial insights for further development. 

  Three case studies are shown in this section, namely 1)Event triggered/Scheduled with 

query 2)Device Selection 3)Complex rules handling. As discussed in Section ??, goals for 

planning are introduced depending on event, schedule and command. We treat schedule 
triggered goals as a special case of event triggered, and is shown in Case 1. It also involves 

user querying by ISS to gain more information on user needs. Case 2 aims to get devices 

connected and right number of devices to work with more elaborate logic rules. Case 3 is on 

service composition to fulfill complex rules. This work involves knowledge representation 

for variable binding such that complex service composition can take place. Given knowl-

edge representation described by description logic, semantic information can be inferred 

and be used in rules. Although reasoning via rules is not directly dealt with in this section, 

in Case 3, we show that the system is capable of composing services for goals based on 

complex rules. 

  The relevant wrapped services for planning is shown in Table 5.3 and 5.4. Names for the 

services and their variables are renamed for more easy reading. In actual case, all of these are 

identified by unique ID numbers generated during variable binding as shown in Appendix 

B. From Table 5.3 to 5.4, there are some services which have the same name. These services 

 are duplicates. Take for example, RobotlAsk has a duplicate, where the only difference is 

the value being fed to RobotlAnsC at, which is, C_UPactivitg and C_UPchannel. These 

two variables are actually constants to identify the category type of information that the 

robot has to query. The number of duplicates will grow with more categories. Inter-device 

link file is written for service RobotSelect, RobotlAsk, Robot2Ask, RobotlAnnounce and 

Robot2Announce as robots are selected according to service RobotSelect. To save space, 

we write Light/11' and Door'n', where n is the device number, because there are multiple 

lights and doors.
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5.2.4.4 Case 1: Event Triggered/Scheduled 

  Goals that are triggered by event or schedule play a big part in the smart home. Examples 

are temperature control given an uncomfortable room temperature, emergency response of 

an accident, and ventilation activation when there is smoke. 

  For this case, the goal is triggered when the user comes home (thus, event triggered). 

The goal imposed after the trigger is 

 Light A EnsureSctivityFLG A (MessagesNum > 0 -* (RobotlCat = C_MessageCat V Robot2Cat = C_MessageCat)) 

  Upon arriving home, when there are any unheard phone messages, the home will select 

the speaker or robot nearest to the user to announce it. The home will also ask what the 

user would like to do. Upon answering (or not answering, where the response will be null), 

the home automation will determine whether it can assist in preparation for the human 

to engage in such activity. If it is able to, proper preparation will be made. To cases are 

presented. 
  In the first case, there are no phone messages, and that upon coming back the user 

would like to take a bath.

Case 1.1 

Planning: 

GetUserLocation RobotSelect Nan_Response End (Planning Time = 0.053616 seconds) 

Implementation: 

Activity Nan_Response pre-condition is not satisfied 

Re-planning: 

GetMessages MsgService RobotlAsk Light_on GetResultl EnsureActivity RobotlAnnounce 

End ( Planning Time = 0.320875 seconds) 

Implementation: 

Activity MsgService pre-condition is not satisfied 

Re-planning: 

RobotlAsk = GetResultl = Light_on = EnsureActivity = End ( Planning Time = 0.085359 seconds) 

Implementation: 

Activity EnsureActivity pre-condition is not satisfied 

Re-planning: 

BathOp EnsureActivity End (Planning Time = 0.026977 seconds) 

Implementation: 

End
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 The planning started off by getting the user location via GetUserLocation, which is re-

quired for RobotSelect service to select the nearest robot. Due to Nan response discussed 

earlier, the planning will end. Implementation will proceed until it meets Nan_Response. 

Condition is not satisfied because Nan response can never be achieved during actual ex-

ecution. But because user location is already known from GetUserLocation, re-planning 

can proceed through Robot 1, which is the nearest robot. The second re-planning started 

off by getting messages through GetMessages. MsgService will then use this informa-

tion and relay it to the robot, given there is any messages. Currently, it assumes there are 

messages. Robot 1 will then proceed to ask the user what activity he/she wants to do via 

RobotlAsk. Light is turned on after that via Light _on. GetResultl is a service which ex-

tracts the answer from RobotlAsk. Since there is no information of what the user wants to 

do, nothing will happen with checking service EnsureActivity. Finally, RobotlAnnounce 

is run to announce the unheard messages. Due to the fact that there is no messages, im-

plementation will stop at MsgService. Re-planning is performed again, this time, without 

RobotlAnnounce because no messages are to be announced. During the third implemen-

tation, the user told the robot he/she wants a bath upon asking (which is an activity the ISS 

can help by preparing bath). Therefore, EnsureActivity is not fulfilled because it assumes 

no activity or an activity where ISS can do nothing about. Final re-planning proceeds by 

running the bath preparation operation Bathop. Implementation completes successfully. 

  For the second case, There are some unheard messages, and the user like to watch TV.

Case 1.2 

Planning: 

GetUserLocation RobotSelect Nan_Response End (Planning Time = 0.053297 seconds) 

Implementation: 

Activity Nan_Response pre-condition is not satisfied 

Re-planning: 

GetMessages = MsgService = RobotlAsk = Light_on = GetResultl = EnsureActivity = RobotlAnnounce = 

End ( Planning Time = 0.301082 seconds) 

Implementation: 

Activity EnsureActivity pre-condition is not satisfied 

Re-planning: 

RobotlAsk TV _on RobotlAnnounce GetResultl changeChannel EnsureActivity End (Planning 

Time = 0.232423 seconds) 

Implementation:
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End

  The planning and implementation have a similar start as the first case. At the second 

 implementation, checking service EnsureActivity is not met as the user would like to 

watch TV. For the last re-planning, RobotlAsk will ask the user the channel he/she wants 

to watch. It proceeds to turning on the TV via TV _on. It will also announce the unheard 

messages through Robot lAnnounce. GetResultl will then obtain the result from previous 

query on TV channel, which will be used by changeChannel to switch to the preferred 
channel. Implementation is completed successfully. 

  There are some planning sequences that seem counter-intuitive. For example, 

from the last re-planning of the second case, we have RobotlAsk = TV _on = 

RobotlAnnounce GetResultl = ..., where the robot query result is only recorded 

after turning the TV on and announcement made by the same robot. But, the sequence is 

acceptable. Besides, one can imagine these services are running in parallel. Parallelism is 

further explored by [71]. Besides that, more research has to be done to optimize the genera-

tion of services. There are some cases where generation of services will lead to an explosion 

in service number, when multiple services are referencing on each other.

5.2.4.5 Case 2: Device Selection

  In certain cases, we only need a certain amount of devices to be activated at one time, 

where the choice of the devices also depends on certain rules. To exhibit such cases, for 

this case study, we assume a trigger is activated at the home garden, which leads to the 

security camera video being shown in the home TV. At the same time, two lights at the 

garden should be turned on. The goals imposed is as follows: 
Goal 1: 

(TVCat = C_CAMGardenCat) A TVCat_Known 

Goal 2: 

xEy(x�yAType(x, light) AType(y, light) AState(x, ON)AState(y, ON)ALocation(x, Garden) A Location(y, Garden)) 

  This first goal dictates that the garden camera is to be connected to the TV. The second 

goal states that there should be at least two lights located in the garden that needs to be 
turned on (Due to the way planning is performed, 2 lights will be turned on although 

the goal states "at least 2"). In detail, it states that there exists x and y that are distinct 

from each other, that are of type light determined by function Type, where both are 

ON obtained from function State, and that both are locatied at the Garden indicated by
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 Location. The following shows the planning and implementation:

Planning: 

CamGardenOn CamGardenPort TV _on TV _Stream Light4_On Light2_On End ( Planning Time = 

0.044648 seconds) 

Implementation: 

End

From the plan, garden camera is turned on by CamGardenOn. A signal port will 

be obtained from the camera by CamGardenPort. Before connection is made, the TV 

needs to be turned on via TV _On. The camera signal is then connected to the TV through 

TV _Stream. Finally, two lights at the garden are turned on via Light2_On and Light4_On. 

There are altogether 4 lights in the garden (Light 2 to Light 5), but due to Goal 2, only 2 lights 

are turned on. 

  Currently, the logic functions (Type, State and Location) are only available at the goal. 

Further enhancements can be made such that these functions can be embedded into the 

services themselves. But in doing so, variable binding will be made more complicated that 

require further research.

5.2.4.6 Case 3: Complex Rules Handling 

  Case 3 will demonstrate that the system can perform services to fulfill complex rules. 

Rules can be built using information from the building ontology. This shows the potential 

of the system to extend to more intelligent service composition. 

  In this case, given that there is smoke detected in the wet kitchen, and the user is in 

the living room, the home needs to disconnect the user from the smoke. It will also open 

the ventilation system in the wet kitchen to vent out the smoke. Goals will be to have at 

least one vent (in the wet kitchen) being turned on. Information of room adjacency can 

be obtained from the building ontology, and be used to build rules as goals for service 

planning. Figure 5.10 shows the example layout used for this case. Detailed description of 
the layout is explained in Section 5.3.2.1. The numbered parts are doors, and are assumed to 

be all controllable devices. Two rooms are considered connected if there is a path between 

the two rooms without crossing walls and closed doors. The following shows the rules to 

determine whether two rooms as considered connected:
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 Belongs(door, rooml) A Belongs(door, room2) A is(door, open) -+ connected(rooml, room2)

connected(rooml, room2) A conrnected(room2, room3) -+ connected(rooml, room3)

  Since current variable binding assumes propositional logic, the first order logic shown 

are converted to propositional logic via generating all possible combinations called 

grounding. Of course first order logic with existential and universal quantifiers can be 
directly coded. But this will be subject of future work, where variable binding will take 

into account more complex rules. To set the goal where the user will be cut off from the 

smoke, the propositional logic value for the connection between the living room and the 

wet kitchen is set false, which is: 

connected(LivingRoom, WetKitchen) = false 

  When the planner is run, it activates the vent in the wet kitchen. It also closes door 19 

or door 23 since either one will cut the user off from the smoke. This shows that planner 

can working with knowledge representation to perform intelligent executions. 

  More work will be done to provide a more expressive and standardized formulation of 

the rules with inference from the ontology.

5.2.5 Issues to be Addressed 

  Case studies demonstrate that the system can perform proper variable binding to be 

used in automated service composition for complex tasks. It also shows the ability of using 

complex rules derived from reasoning (via knowledge representation used for variable 

binding) as goals. Various issues require addressing. In this section, issues that require 

further development are listed down. 

Inter-device link (as shown in the third module of the sequence in Figure 5.6) is 

crudely implemented at the moment. It involves writing a separate file that dictates the 

variable linkages between two participating devices. This module also deals with linking 

variables with logic functions used as goal during planning (like the Type, Location 

and State function in Case 2) that uses the same method as the former. More automated 

linking, or at least a more user-friendly and simple implementation, is needed. 

Services for devices have to be manually defined by the user or manufacturers. But 

there may be cases where additional rules can be included into the services to aid planning
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and deliver more complex service sequence. An example is to be able to know a light 

sensor will be activated if a nearby light is turned on. Learning is possible to reduce manual 

 efforts as shown in [107]. The system should support such learning capabilities, or at least 

provide the possibility to include them.

Explosion of number of generated services is an issue given badly designed service 

parameters. Currently, services are duplicated if multiple variable associations of variables 
are found. This is made worse if the effect variables of such duplicated services are 

associated with other precondition variables. The problem is temporarily alleviated by 

combining similar effect variables (as shown in the fifth module of the sequence in 

Figure 5.6). But it is impractical to assume the variables have the exact annotations (which 

is assumed by the module), thus, more research need to be done in this respect.

To include intelligence, knowledge and reasoning have to be incorporated into ser-

vice composition, which is shown in Case 3. As explained, current system require manual 

programming to extract goals derived from reasoning for service composition. The next 

step is to automate this process.

Nan response is used to avoid redundant implementation of conspicuous services 

due to optimistic planning issue. The downside of it is that all unknown variables that will 

trigger Nan response will have to be determined first during planning. This is inefficient 

if certain variables can only be determined given a certain amount of delay. This problem 

can be alleviated by constantly updating variables prior to planning.

5.2.6 Remark 

  Through variable binding, variables and services provided by individual devices can 

be related to each other, after which service wrapping is performed to convert the services 

into propositional rules for service composition. Via representing the problem as CSP given 

goals, solution obtained is the sequence of services that needs to be implemented to fulfill 
the goals. 

  Case study shows the system is capable of composing and executing complex plans. 

Besides, it shows potential in composing services for complex rules derived from the build-

ing ontology. At this stage, devising these rules requires manual programming. A more 

standardized automation should be developed.
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5.3 Extension to Robot Agent Planning for Home

  Smart homes and ad-hoc home automations are on the rise to provide support for the 

elderly. But currently, installation and integration of the system requires technical knowl-

edge. Besides, large variety of vendors and standards brings more confusion instead of peace 

to the elderly. But we by no means say that smart home and home automation fail to de-

liver. In fact, they are necessary in the near future to provide the assistance we need. At the 

current stage, it is more appropriate to devise a physical agent that can dispense service at a 

home yet to be supported or supported minimally by smart devices. This agent, or we shall 

call, service robot, should provide security, assistance, communication and companionship 

to its human occupants. 

  Various service robots have been developed over the years. An example is the HSR robot 

developed by Toyota [145]. Robot manipulation and mobility is a mature field. But these 

are low level actions, where they require high level activity planning in order to perform 

complex tasks. Service planning is able to provide them with the high level overview of 

how their minute actions will be carried out overtime. 

  In the field of robotics, Markov Decision Process (MDP) is a popular approach for robot 

motion planning. The downside of this approach is that it lacks the complexity required 

for service composition, which can be delivered by logic-based approach [40]. But due to 

MDP being a statistical method, this gives them an edge in this respect in dealing with 

uncertainty over logic-based approach. Therefore, both statistical and logical approach can 

be considered tackling different scope of the same problem. In this section, emphasis is given 

to service composition performed by automated reasoning. It handles the broad service 

composition such that it also provides room for statistical or other tedious methods to figure 

out the minute details. 

  This section presents the work where robot planning problem is represented as con-

straint problem. Sequence of plans is generated for the robot to execute to fulfill predefined 

goals. Through this approach, robot individual services become loosely coupled, thus, en-
abling more flexibility and enhancing reusability in service design. FOL is used, where the 

functions and predicates are constructed from the semantic information obtained according 

to the schema of the home ontology.

5.3.1 Robot Agent Planner Design

  Planning and execution of plans are performed by a single mobile robot. The plans 

involve high level plans like where the robot should go to, opening doors, picking up certain 

objects and so on. It does not involve minute details such as how the robot should open
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doors through the coordination of servos and visual input. In this work, when a robot is 

expected to execute a plan, the robot is already in an environment that is conducive or 

possible to execute such plans. The planner and the orchestrator will execute a sequence 

of plans to prepare such an environment. For example, when the robot needs to switch 

on a light, the planner will first tell the robot to go near the corresponding switch before 

switching it on with its manipulators. 

  A few basic movements of the robot are assumed, which are, mobility, opening and 

closing, switching on and off, picking and putting objects. It is assumed that the robot can 

hold something while performing open/close actions. Planning and execution will revolve 

around these basic movements to achieve certain goals. Planner module is responsible for 

the planning and passing commands to the robot for its execution. Given a certain goal, 

planner module will compose a sequence of plans for the robot to execute such that after 
the plans are completed, the goal is achieved. For example, given that the goal is to place 

a canned soft drink in the fridge and that all cabinet needs to be closed, the robot will first 

find where the soft drink is. If there is one that happens to be in the kitchen cabinet, the 

robot will approach it, open the cabinet and pick up the soft drink, and then close it. It 

will subsequently approach and open the fridge, after which it will place the canned drink 

before closing it. 

  Modications of the CSP planner module from Section 4.3 is made as shown in Figure 

5.9. In this constraint graph, there is an additional variable called the dynamic response 

variable. Unlike response variable, dynamic response variable exists in every sequence just 

like normal variables. It differs from normal variables in that it does not abide to simple 

frame axiom. Its value needs to abide to logical rules, where these rules apply to previous 

and current variables. Future variables can also be used, but we will concentrate on the past 

and present variables.

5.3.1.1 Design of Terms 

  The robot in this work is intended to fetch and place objects, as well as opening/closing 

and switching on/off switches. It needs to be able to move around to enable it to perform 

the tasks. There are 3 types of objects, which are, movable objects, non-movable objects and 

location. 

  Movable objects consist of objects that can be moved around by the robot like towel and 

cans. Non-movable objects are objects that are fixed, but they may be able to be operated by 

the robot. Examples of non-movable objects are bed, doors, cabinet and switches. The robot 

itself is also considered a non-movable object for convenience during planning which will
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be shown later on. Human is also considered a non-movable object as the assumption is that 

the human remain stationary during planning. But if the human moves, due to the ability 

to replan as discussed previously, the issue can be easily solved. Location object consists of 

regions on the home such as the living room, bedroom and kitchen. 

  Apart from integer and Boolean datatype, 5 new data types are introduced to sup-

port the mentioned objects, namely, NOType, MOType, Location, NOStateType, 
 MOStateType, NOID and MOID. NOType defines the type (ex: cabinet, door, switch) 

of non-movable object with ID defined in data type NOID. Likewise, MOType defines the 

type (towel, paper, cup) of movable object with ID defined in data type MOID. Location 

is the datatype of location.MOStateType and NOStateType are the datatype that defines 

the state of a movable and non-movable object respectively. 

  There are 2 static functions (functions where the output values remain the same 

throughout all planning sequence), which are, FNOType : NOID -+ NOType and 

FMOType : MOID -+ MOType. A static predicate is NOLocation(NOID, Location), 

an a constant is HumanLocation. 

  FNOType maps a particular non-movable object to its type (For example, mapping an 

object as a door). Like wise, the same applies to FMOType, but that it applies to movable 

object. The predicate NOLocation(a, b) states the truth value whether a non-movable ob-

ject a is in location b. This is especially important for objects like doors. HumanLocation 
stores where the human is at in datatype Location 

  The subsequent terms explained in this subsection can have their values changed in 

the course of planning sequence. This means, given a term A, for a plan with K sequence, 

there will be A x K number of variable A, each for every sequence, where each has a unique 

definition A1, A2...AK. 

The function DYStateNOt : NOID -+ NOStateType outputs the state of the non-

movable object. DYStateNOt (a) = b states that a is in a state of b at sequence t. The same 

applies to DYStateNOt : MOID -+ MOStateType, which is for movable objects. 

The function DYTunet : NOID -+ Int outputs the numerical value (in integer Int 

type) associated with the non-movable object at sequence t. 

  As movable objects will always be placed at a non-movable object (ex: cup on a table, 

book with a human), the function DYAtMOt : MOID -+ NOID maps a movable object 

to a non-movable object it is placed at. 

Besides the functions, 3 variables are included, namely, RobotLocationt, 

RobotApproacht and RobotHoldt. RobotLocationt stores the location of the robot 

(with datatype Location) at sequence t. RobotApproacht records the non-movable object 
the robot is approaching. RobotHoldt is a Boolean variable determining whether the robot
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is holding something or not. 

  For proper functionality, 3 dynamic response variables are introduced, which are, 

 Approachrest, MOIDrest and RobotHoldrest. The role of these dynamic response vari-

ables will be made more evident during the discussion of the services.

5.3.1.2 Design of Services 

  This subsection describes, but not limited to, 3 types of services the robot is expected to 

perform. Although only 3 types are listed, more services can be included depending on the 

application. The 3 types are open/closing service, mobility, and put/pick service. 

  Open/closing service consists of two services, which are opening and closing. These 

two services applies to opening/closing of doors and switching on/off switches.

  It has a precondition: 

NOLocation(RobotApproacht, RobotLocationt) = true 

and effect:

DYStateNOt+l (RobotApproacht) = Open/Close respectively

  The precondition has to make sure the robot is approaching object stored in 

RobotApproacht and that the robot is in location RobotLocation, before it can open/close 

the non-movable object by manipulating DYStateNO at sequence t + 1. 

  Tuning up/down service deals with numerical manipulation that consists of 1) tuning 

up (increasing by 1), and 2) tuning down (decreasing by 1). 

It has a precondition: 

NOLocation(RobotApproacht, RobotLocationt) = true 

and effect: 

DYTunet+l(RobotApproacht) := DYTunet(RobotApproacht) + / — 1 respectively

Put/Pick service consists of robot fetching and placing a movable object.

  The preconditions for picking up objects are: 

DYStateNOt(RobotApproacht) = Open 

DYAtMOt (MOI Drest) = RobotApproacht 

NOLocation(RobotApproacht, RobotLocationt) = true
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 RobotHoldt = false

and effects: 

DYAtMOt+1(MOIDrest) = NRobot 

RobotHoldt+1 = true

  The preconditions make sure that the movable object the robot is try-

ing to fetch is in located in a non-movable object with state Open through 

DYStateNOt(RobotApproacht),and that the robot is not holding anything via 

RobotHoldt = false. They also make sure the object the robot is trying to fetch 

(MOIDrest) is located in non-movable object RobotApproacht. MOIDrest is a dynamic 
response variable, where its value is freely determined by the planner to aid optimistic 

planning which is inherent in planning via solving CSP. If the preconditions are met, 
the robot can pick object MOIDrest through setting DYAtMOt+l (MOIDrest) to 

NRobot, where NRobot is the non-movable object ID under datatype NOID for the 

robot. RobotHold is set to true to indicate that the robot is holding something.

  The preconditions for putting objects are: 

DYStateNOt(RobotApproacht) = Open 

DYAtMOt(RobotHoldrest) = NRobot 

NOLocation(RobotApproacht, RobotLocationt) = true 

RobotHoldt = true

and effects: 

DYAtMOt+l (RobotHoldrest) = RobotApproacht 

RobotHoldt+1 = false

For putting objects, the preconditions also specify that the intended non-movable ob-

ject be opened. It requires the robot to hold movable object RobotHoldrest, which is in-
dicated by having NRobot as the output for function DYAtMOt. Just like MOIDrest, 

RobotHoldrest is a dynamic response variable that stores the current object the robot 

is holding. RobotHoldt = true is the constraint where the robot is holding something. 

With the preconditions met, RobotHoldrest will be placed at RobotApproacht through 

DYAtMOt+l •
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  Mobility service consists of 

movement between rooms.

two services, that is, movement within a room, and

  Movement within a room has the following precondition: 

 NOLocation(Approachrest, RobotLocationt) = true

and effect: 

RobotApproacht+1 = Approachrest

  The robot will always be going towards a non-movable object, as it is practically mean-

ingless to go towards nothing. Therefore, the precondition makes sure that a non-movable 

object the robot is going to is within the current room, where the dynamic response variable 

Approachrest stores the object the robot is approaching. 

  Movement between rooms is required for every door. One can write a precondition as 

the following: 

]z(NOLocation(z, RobotLocationt) ANOLocation(z, rest) A (rest RobotLocationt) A 

DYStateNOt(RobotApproacht) A (RobotApproacht = z)(FNOType(z) = Door))

  But from preliminary tests, this precondition with existential quantifier takes a longer 

time to plan. Another alternative is to build a service for every doors. The precondition is 

shown as follows:

DYStateNOt (V1) 

RobotLocationt =

= true 

V2

and effects: 

RobotLocationt+i = V2

  Services with above mentioned preconditions and effects are built for every door and for 

every side. It means that if there are 2 doors altogether, there are a total of 4 such services, 

where each door takes up two for the robot to move through the door in both directions. 

From the preconditions and effects, V1 is the door object ID and V2 is the location the 

robot goes to after passing the door.
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5.3.2 Experiments and Discussion

  This section presents the case study of the planner for robot service execution. The 

intention is to show the applicability of the approach, while at the same time, provides 

insights into future developments. 

  Case study will show how the robot, given the standard activities (mobility, open/close 

and pick/put), can fulfill goals that can provide support for its human inhabitants. It is done 

through simulation built via Open Dynamics Engine (ODE). The study is run on 2.5GHz 

Intel Core i5 computer.

5.3.2.1 House Setup

  Case study is performed on a simulated home via ODE. Figure 5.10 shows the layout 

of the house. It contains 36 non-movable objects (excluding human and the robot), 7 mov-

able objects, 10 locations, and 10 doors. The numbers in white shown in the figure are the 

non-movable object IDs. Blue parts are switches, red lines are windows, orange parts are 

cabinets, Purple part is a fridge, green part is the table, pink part is the bed and brown part 

is the washing machine. The shapes with swinging curves are doors. 

  Out of all the non-movable object, the bed (ID 1) and table (ID 34) cannot be manipulated. 

Doors, windows, fridge, cabinets and washing machine can be opened/closed. Apart from 

doors, all non-movable objects only have one associated location (indicated by predicate 

 NOLocation). Of all the non-movable objects, only N37 is associated with DYTune, as N37 

is considered a volume control for the living room fan. The locations are, Master bedroom, 

Living room, Kitchen, Wet Kitchen, WC1, WC2, Bed room 2, Bed room 3, Car Porch and the 

Garden. 

Numbers preceded by 'subloc' are sublocations for the objects. Since the robot need to 

be near enough to an object before it can manage it, the sublocations provide such spots. 

Sublocations are not included in the planning, but their information with their correspond-

ing non-movable objects are stored in the knowledge base such that they can be used during 

execution. This information is crucial during path planning. For this work, due to the simple 

grid-like layout, Floyd-Warshall algorithm is used for path planning. 
  Details of the movable objects are shown in Table 5.5, which shows their type and which 

non-movable objects they are placed at. Information for these movable objects are also ex-

tracted from knowledge base of the home. For faster planning, one can limit the information 

to only deal with the objects required. 

  For clarity, all IDs for non-movable object are preceded by a capitalized N, and all mov-

able object will be preceded by M during the case studies. For example, the door with ID
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Table 5.5: Movable object details

Object ID MOType NOID

1 Canned drink 22

2 Canned drink 20

3 Canned drink 12

4 Paper 34

5 Towel 3

6 Towel 31

7 Book 11

6 will be identified as N6, while the towel with ID 5 in the washing machine N31 will be 

identified by M5.

5.3.2.2 Open Dynamics Engine Environment 

 Model of the house is set up via Open Dynamics Engine (ODE)  1,  including the movable 

and non-movable objects. For the robot, a simple mobile robot with arms is built. 

  The robot is able to move around the modeled environment subject to physical laws. The 

robot arms are used for opening/closing and picking/putting activities. Figure 5.11 shows 

the modeled robot. In this simulation, no explicit gripper is modeled, as the emphasis is on 

planning. For picking up objects, the intended object will be attached to the arm instead 
when the arm is of the same coordinate as the object. In order to operate an object, it needs 

to be within the reach of the robot arm (which, of course, has been taken into account by the 

planner), which, if this is the case, it is up to the robot to decide how it is going to operate 

it. This is in line with the work's motivation, which is to provide high level planning to get 

the robot to a situation suitable for it to perform low level actions. 

  Orchestrator from the planning module constantly communicates with the robot. It 

sends service instructions one at a time for the robot to execute, while the robot will respond 

given every executed service.

5.3.2.3 Speed Comparison on Different Service Design 

  Service design will have significant effect on how search is performed to obtain solution. 

In this section, test is performed to select whether to utilize a general service that covers 

wide number of objects, or to duplicate the services to handle these objects individually. 

  That said, we will concentrate on two types of services, that is, moving between loca-

tions (51) and opening/closing (S2) services. Both of these service types covers a wide range 

'See http://www .ode.org/
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Figure 5.11: Model robot: Simple mobil e robot with arms 

  operations
for openin g/cl osin g and pickin g/putting

Table 5.6: Test on different service design

 Test no. 1 Description of the goal Command Steps A(sec) B(sec) C(sec)

 1Approach Ni explicit 4 0.431 0.219 0.294

2Open all windows in master bedroom implicit 7 1.357 0.938 1.346

3Move M2 to N20 (same location) explicit 9 2.27 1.03 1.76

4Move any canned drink to M34 implicit 9 3.36 2.74 5.21

5Move M5 to N31 (different location) explicit 13 18.36 14.94 11.36

6  Switch on N10, N12, N14, N28 explicit 22 655.40 272.67 609.35

of objects, thus is important to select the optimal approach to implement them to obtain 

the best speed. 

We denote type A test as general service for Si and S2, type B test as general Si and 

duplicated S2, and finally type C test as duplicated Si and general S2. For clarity, explicit 

command means the goal is explicitly specified (ex: moving object A to B), while implicit 

command means the goal is implied (ex: move any object with property N out of D). Type A 

contains 6 services, type B contains 25 services and type C has 91 services. Table 5.6 shows 

the test result on the speed of planning for all 3 types of services. 

It can be observed that type B (general Si and duplicated S2) achieves the best result 

most of the time. Type A is the slowest most of the time despite it having only 6 services 

to choose and search from, which shows generality comes at a price on speed. Type C, 

having the most services at 91, beats type A in planning speed. But its performance is 

insignificant compared to type B, due to its high number of duplicated services. Therefore, 

the subsequent case studies will utilize type B as design approach for the services. Table 5.7 

shows the details of all type B services.
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Table 5.7

 

: Service preconditions and effects

No. Precondition Effect

 1  NOLocation(RobotApproacht, RobotLocationt) DYStateNOt+i(RobotApproacht) := true
2 NOLocation(RobotApproacht, RobotLocationt) DYStateNOt+i(RobotApproacht) := false
3 NOLocation(Approachrest, RobotLocationt) RobotApproacht+l := Approachrest

4 DYStateNOt (N6) A RobotLocationt = MasterBedroom RobotLocationt+1 := LivingRoom

5 DYStateNOt (N6) A RobotLocationt = LivingRoom RObotLOcationt+i := MasterBedrOOm

6 DYStateNOt (N5) A RobotLocationt = MasterBedroom RobotLocationt+i := WC1

7 DYStateNOt (N6) A RobotLocationt = WC1 RObotLOcationt+l := MasterBedrOOm

8 DYStateNOt (N9) A RobotLocationt = WC2 RobotLocationt+l := LivingRoom

9 DYStateNOt (N9) A RobotLocationt = LivingRoom RobotLocationt+1 := WC2

10 DYStateNOt (N15) A RobotLocationt = Bedroom2 RobotLocationt+i := LivingRoom

11 DYStateNOt (N15) A RobotLocationt = LivingRoom RObotLOcationt+i := BedrOOm2

12 DYStateNOt (N17) A RobotLocationt = LivingRoom RObotLOcationt+l := CarPOrch

13 DYStateNOt (N17) A RobotLocationt = CarPorch RobotLocationt+1 := LivingRoom

14 DYStateNOt (N18) A RobotLocationt = LivingRoom RObotLOcationt+i := BedrOOm3

15 DYStateNOt (N18) A RobotLocationt = Bedroom3 RobotLocationt+i := LivingRoom

16 DYStateNOt (N19) A RobotLocationt = LivingRoom RobotLocationt+i := Kitchen

17 DYStateNOt (N19) A RobotLocationt = Kitchen RobotLocationt+l := LivingRoom

18 DYStateNOt (N23) A RobotLocationt = Kitchen RobotLocationt+1 := WetKitchen

19 DYStateNOt(N23) A RobotLocationt = WetKitchen RobotLocationt+i := Kitchen

20 DYStateNOt(N30) A RobotLocationt = WetKitchen RobotLocationt+i := Garden

21 DYStateNOt (N30) A RobotLocationt = Garden RObotLOcationt+l := WetKitchen

22 DYStateNOt (N33) A RobotLocationt = LivingRoom RobotLocationt+l := Garden

23 DYStateNOt (N33) A RobotLocationt = Garden RobotLocationt+1 := LivingRoom

24

DYStateNOt (RobotApproacht ) A
DYAtMOt(MOIDrest) = RobotApproachtA
NOLocation(RobotApproacht, RobotLocationt)A
—RobotHoldt

DYAtMOt+l(MOIDrest) := NRobotA
RobotHoldt+i := true

25

DYStateNOt (RobotApproacht ) A
DYAtMOt(RobotHoldrest) = NRobotA
NOLocation(RobotApproacht, RobotLocationt)A
RobotHoldt

DYAtMOt+l(RobotHoldrest) := RobotApproachtA
RobotHoldt+l := false

26 NOLocation(RobotApproacht, RobotLocationt) DYTunet+l (RobotApproacht) :=
DYTunet(RobotApproacht) + 1

27 NOLocation(RobotApproacht, RobotLocationt)
DYTunet+l(RobotApproacht) :=
DYTunet(RobotApproacht) — 1
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5.3.2.4 Summary of Cases 

  This section briefly describes the 6 case studies used to demonstrate the capabilities of 

the planning system. 

  Case 1: "Simple Object Fetch for Human" is used as a starting example on fulfilling 

an explicit goal of robot fetching a book for its human master. It is also used to show a 

difference between implicit and explicit goal. 

  Case 2: "Dynamic Planning under Uncertain Situation" shows how the planner deals 

with uncertain situation that causes inconsistencies. Uncertain situation may cause infor-

mation that is crucial for planning to change without a prior update on the planner's knowl-

edge. This case demonstrates dynamic re-planning to tackle such issues. 

  Case 3: "Inferences for Making Choices" demonstrates more clearly (compared to Case 

1) the use of implicit goals for the planner to make choices based on the properties of objects, 

which is also an extended capability from previous work [71]. 

  Case 4: "Reasoning and Planning with Numbers" demonstrates how the CSP planner 

treats numerical reasoning and manipulation as part of the planning process. 

  Case 5: "Reusability of Activities" shows how the robot activities can easily co-operate 

with the activity of other smart devices installed in the smart home. It reuses the activity 

definition of the smart device without having to make further manipulations. 

  Case 6: "Complex Goals" shows planning under more complex implicit goals and its 

implications in time and enhancements.

5.3.2.5 Case 1: Object Fetch

  A service robot need to be able to approach human as well as fetching objects or them 

or picking or putting objects according to command, without the user having to dealt into 

too much detail of how it is done. This case study on object fetch showcases how the robot 

is able to find the book (from knowledge of the knowledge base) and deliver it to the user, 

who is in the bedroom. This case covers the aforementioned requirements of the robot. 

  Case 1 assumes simple goals: 

 DYAtMOK (M7) = NHuman 
Vz((FNOType(z) = Cabinet) -+ -lDYStateNOk(z))

  Where the first goal states that the book with ID M7 will be given to the human, and 

the second goal requires all cabinet to be closed at the end of the plan. The robot initial 

location is at non-movable object N17.
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Case 1 

 Approach N6= Open N6= Approach N11= Open N11= Pick up M7 from N11= Close 

N11= Pass Door N6 to MasterBedroom= Approach NHuman= Place M7 

Planning time= 1.335 seconds

  Figure 5.12 shows the robot's plan execution. Given the generated plan, the robot will 

first approach the door N6 to open it. It will then go to cabinet N11 to pick up the book. 

After that, the robot move to the bedroom to deliver the book the the human. A peculiarity 

that occurs is the fact that the robot opens door N6 first, and then returns to Cabinet N11, 

before going back to N6 to enter the Master bedroom. This is because the planner doesn't 

know about the cost of paths. It only judge the shortest number of activities based on the 

basic services aforementioned. 

  An implicit goal of fetching the book can also be carried out. Case 1 explicitly states 

which book to deliver to the human. One can also set up an implicit goal as follows: 

]z((FMOType(z) = Book) A (DYAtMOK(z) = NHuman))

Where the planner will find any book to be delivered to the human. Sequence of 

plans remains the same, except that the average time of planning is 1.941 seconds, as it 

covers a wider search space.

5.3.2.6 Case 2: Dynamic Planning under Uncertain Situation 

  Planning needs to take into account the fact that the environment will change in the 

course of planning or plan execution. The planner explained in Section "Planner Module" 

supports dynamic re-planning, which means, if inconsistency is met, re-planning can take 

place, taking into account current information. 
  In this case study, the robot needs to fetch the human (who is in the living room) a 

canned drink. At the start of the experiment, as shown in Table 1, 3 canned drinks are 

present in the home. During the experiment, we simulate the condition where a person 
takes away the canned drink that the robot is after just before it reaches for it, except for 

the last (or 3rd) canned drink. Case 2 goal is simple as follows: 

]z((FMOType(z) = CanDrink) A (DYAtMOK(z) = NHuman))

The generated plan (and re-planning) is shown as follows:
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I

Figure 5.12: Case 1: Step 1 is the starting point. The robot proceeds to master bedroom door(N6) 

and opened it in Step 2. It then goes to the cupboard(N11), opens it, and gets a book, and closed the 
cupboard in Step 3. Finally, in Step 4, it goes into the master bedroom and passes the book to the 

                                          human.
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Case 2 

 Approach N19= Open N19= Pass Door N19 to the Kitchen= Approach N22= Open 

N22= Pick up M1 from N22= Pass Door N19 to the Living Room= Approach NHuman= 

Place M1 at NHuman 

Planning time= 1.82 seconds

Inconsistency during execution at "Pick up M1 from N22". Re-planning is performed...

Approach N20= Open N20= Pick up M2 from N20= Pass Door N19 to the Living 

Room= Approach NHuman= Place M2 at NHuman 

Planning time= 1.14 seconds

Inconsistency during execution at "Pick up M2 from N20". Re-planning is performed...

Pass Door N19 to the Living Room= Approach N15= Open N15= Pass Door N15 

to Bedroom 2= Approach N12= Open N12= Pick up M3 from N12= Pass Door N15 to 

the Living Room= Approach NHuman= Place M3 at NHuman 

Planning time= 2.17 seconds

  Figure 5.13 shows the robot execution to fulfill the goal. At the initial stage, there are 

three canned drinks, two in the kitchen (with MOID M1 and M2) and one in bedroom 2 

(with MOID M3). The robot's initial plan is to fetch M1 from the fridge in the kitchen. Right 
before it can fetch the drink, someone takes it. While trying to pick an object, a precondition 

for the activity is DYAtMOt(MOIDrest) = RobotApproacht that requires the object the 

robot wants to fetch to be in the location the robot approaches. Therefore, a missing M1 

means the precondition cannot be fulfilled, and thus, will lead to re-planning. Re-planning 

occurs until the robot manages to get a canned drink and passes it to the human.

5.3.2.7 Case 3: Inferences for Making Choices 

  As an example, when human gives command to turn on the light in the living room, 

considering there are multiple lights, he/she would convey something like "Turn on a dim 

light in the living room", instead of "Turn on light A32". In this example, it doesn't matter
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 cabinet (N12)
initially contains

canned drink (M3)

Bedroom 2
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cabinet (N20)
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Figure 5.13: Case 2: Different colors of path trajectories shows different plans, where red represents 
executed the first plan, which subsequently leads to green (due to missing M1), after which leads 
to the blue (due to missing M2). From Step 1 to 3, the robot tries to fetch M1 from the fridge N22. 
In Step 3, due to missing M1 (due to someone taking it away), re planning is performed, which 
leads the robot to fetch M2 from the cabinet(N20) in Step 4. As M2 is missing too, re-planning is 

performed, which leads to the robot fetching M3. It goes to bedroom 2 in Step 5, and fetch M3 in 
     the cabinet in Step 6. Finally, it brings it to the human in the living room in Step 7.
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which light is being turned on, as long as it is a dim light. Therefore, properties of objects are 

much more crucial. This case demonstrates the capability of the planner to make intelligent 

choices based on the properties of objects it needs to handle, instead of explicit definition 

of objects. 

  The goal is to fetch an object of type "Towel" and located in the garden, and transfer it 

 to cabinet N11. In our case study, our home has two towels M5 (in the master bedroom) 

and M6 (in the garden). In this goal, no explicit definition of the object ID is specified. 

Instead the planner needs to select these objects based on the stated properties. The goals 

are shown as follows: 

]x, y((FMOType(x) = Towel) A (DYAtMO0(x) = y) A NOLocation(y, Garden) A 

(DYAtMOK(x) = N11))

The generated plan is as follows:

Case 3 

Approach N33= Open N33= Pass Door N33 to the Garden= Approach N31= Open 

N31= Pick up M6 from N31= Pass Door N33 to the Living Room= Approach N11= 

Open N11= Place M6 at N11 

Planning time= 1.36 seconds

Executing the plan, the robot will transfer towel M6 in the washing machine to N11. 

To get towel from the master bedroom, all one needs to do is to change the location to 

MasterBedroom in the goal as follows: 

*x, y((FMOType(x) = Towel) A (DYAtMO0(x) _ y) A 
NOLocation(y, MasterBedroom) A (DYAtMOK(x) = N11)) 
This demonstrates the ability to make intelligent choices, where making inferences 

becomes part of the planning process, which is an extension from [70] (where choices 

need to be explicitly made). ASP approach [146] can provide such descriptive power, but 

currently it is still new in the field of planning, and it cannot directly handle numbers as 

shown in Case 4.

5.3.2.8 Case 4: Reasoning and Planning with Numbers 

  In a lot of cases, manipulation and reasoning with numbers are required, such as the 

case in volume control and triggers from numerical constraints. CSP planner is able to
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cover these domains under one declarative language. This case study will demonstrate this 

capability through tuning the fan volume based on the temperature. Given the following 

goal: 

 (Temperature > 30) -+ (DYTuneK(N37) > 4)

  N37 is a volume tuner and has an initial state 2. Variable "Temperature" records the 

temperature of the house, which can be easily embedded into the CSP planner. The states 

that if the temperature rises above 30, N37 needs to be tuned to more than 4. 

  Given the current temperature to be 32. The following shows the plan:

Case 4 

Approach N37= Tune up N37 by 1= Tune up N37 by 1= Tune up N37 by 1 

Planning time= 0.25 seconds

  Since the temperature is more than 20, N37 needs to be more than 4. With an initial 

value of 2, the robot needs to find ways to realize this with the activities it has. The robot 

will first approach N37, and then uses 1-increment tuner activity 3 times to get N37 to 5. 

  Currently, from literature review, there is no approach that can accommodate planning 

and number manipulation and reasoning under the same declarative language, except in-

troducing an extension to it. To be able to describe them in one declarative way has two 

advantages, which are 1) Work on generalization of robot planning can be done 2) Opti-

mization method can be easily studied to improve planning.

5.3.2.9 Case 5: Reusability of Activities 

  As stated in the introduction, robot is useful in the evolution of the smart home, where 

it can dispense services that are yet to be supported by available smart devices. Since the 

number of smart devices will continue to grow, the robot is required to co-operate with 

these devices. 

  The services of these smart devices can be easily constructed with the precondi-

tion/effect definition [70], which can be used by the CSP planner. In this case, we consider 

the door to bedroom 2 (N15) to be installed a motor, which will open/close the door auto-

matically. The activity definition is very simple, where it doesn't have a precondition, and 

the effect is just DYStateNOt(N15) = Open or DYStateNOt(N15) = Close. 
  Lets consider the goal where the robot needs to move M3 (which is in bedroom 2) to
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the living room table(N34) as follows: 

 DYAtMOK (M3) = N34

The generated plan is as follows:

Case 5 

N15 opens (Automatic) = Pass Door N15 to Bedroom 2= Approach N12= Open N12= 

Pick up M3 from N12= Pass Door N15 to the Living Room= Approach N34= Place M3 

at N34 

Planning time= 0.73 seconds

  As shown in the plan, the activity for the automatic door can simply be executed to 

aid the robot. This can be performed without having to redefine sub-goals or ontologies, or 

making additional rules regarding additional alternatives. CSP planner can execute them 

where it sees fit, which shows the benefit of reusability.

5.3.2.10 Case 6: Complex Goals 

  Case 2 showcase the ability to handle complex goals. In case 1, goals are considered 

direct commands from the user. But in a lot of cases, goals are imposed by environmental 

situations and implicit rules, such as the opening/closing of the appropriate doors to cut 

off rooms to prevent smoke from spreading, turning on the right amount of light when the 

surveillance camera is activated, and so on. 

  For this case, assume the user wants to transfer a cold drink out of the fridge(N22) 

while he/she is attending something else in the wet kitchen, and that there is an inherent 

rule where the fridge must always be stocked with canned drinks. Besides, there is a little 

smoke in the wet kitchen, which triggers a goal to request for window in the wet kitchen 

to be opened. The goals, both from human commands and trigger are listed below: 

Goal 1: 

3x, y((FMOType(x) = CanDrink) A (DYAtMO0(x) = N22) A (DYAtMOK(x) = 

y)A(FNOType(y) = Cabinet)A(DYStateNOK(N22) = Close)A(DYStateNOK(y) = 
Close))

Goal 2: 

3z((FMOType(z) = CanDrink) A (DYAtMOK(z) = N22))
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Goal 3: 

 *x((FNOType(x) = Window) A (DYStateNOK(x) 

NOLocation (x, W etKitchen) )

Open) A

  The first goal states that there is a canned drink,x ,that should be initially in the fridge 

and at the final stage, should be in an object, y, that is of type `Cabinet'. This y should be 

closed at the final stage, and, like wise for the fridge. The second goal states that there is a 

canned drink, z, which should be in the fridge at final stage. The third goal states that an 

object x which is of type `Window' and located in the Wet Kitchen should be opened. This 

goal is the smoke triggered goal. 
  The goals require the planner to make choices on the objects it need to fetch as well as 

the windows it needs to open, which demonstrates implicit goals. 

  The following shows the plan:

Case 6 

Approach N19= Open N19= Pass Door N19 to the Kitchen= Approach N22= Open 

N22= Pick up M1 from N22= Approach N20= Place M1 at N20= Close N20= Pick up 

M2 from N20= Close N20= Approach N22= Place M2 at N22= Close N22= Approach 

N23= Open N23= Pass Door N23 to the Wet Kitchen= Approach N29= Open N29 

Planning time= 82.6 seconds

  The simulation is shown in Figure 5.15 and activity flow shown in Figure 5.14. The 

robot will enter the kitchen and approach the fridge(N22) to obtain the cold drink(M1). It 

then chooses to place it in the kitchen cabinet(N20) due to the fact that all movable objects 

should be placed at a non-movable object like the cabinet. Objects will not be placed at non 

movable objects like doors as restrictions are made. Since N20 has another canned drink 

inside, the robot will transfer that to the fridge, after which all cabinet and fridge doors are 

closed. The robot then proceeds to the wet kitchen to open the window N29. 

  Although the goals are achieved, the time it took for planning is more than 1 minute, 

which is considered too long, especially in times of emergency. Therefore, methods to dis-

tribute the goals into manageable sub-goals are required. But care should be taken as this 

may introduce Sussman Anomaly. For example, if Goal 1 and 2 are separated, the achieve-

ment of Goal 1 (bringing out M1 from the fridge) may be undone when trying to fulfill Goal
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2 separately. 

  Besides, knowledge base can be further exploited by reducing as much uncertainty as 

possible. The use of existential quantifiers will increase search space, thus, slowing down the 

planning process. With more uncertainty as to which object to deal with, use of existential 

quantifiers can be reduced. 
  We would like to think of the intelligence of smart home to consist of the planner and 

knowledge base (which consists of database and inference engine). The CSP planner is ca-

pable of performing inference to choose the appropriate object to attend to, yet, such in-
ference can be made separately from the knowledge base. Therefore, there is a gray area of 

who should be dealing with that. In this thesis, we are not ready to answer this question 

as it depends on the full design of the smart home, but the implication can be seen from 

how the goal is constructed as in Case 6. Given the 3 goals above (which are implicit), the 

planner needs to perform inference to choose the objects. But the 3 goals above can also be 
simplified to explicit direct goals, such as: 

 (DYAtMOK(M1) = N20), which means canned drink M1 should be in cabinet N20 as 

goal. 

To have such simplified goal, knowledge base needs to come up with direct answers of what 

objects to attend to. This also means the making of choices is separated from the planner, 

and other complications might ensue. If the inference engine is run according to OWL de-

scription logic, there is yet another issue of it taking on the open world assumption, which 

requires further work to combine them. 

  Therefore, one can use solely the planner by providing it with well-constructed implicit 

goals (but may be complicated), and which, may take up more planning time, or, the knowl-
edge base can come provide direct answers to the choices, but risk further complications 

due to different logic used.

5.3.3 Remark

  Service composition provides robot with a higher level plan of execution. Service com-

position for a service robot is developed via representing and solving planner problem in 

terms of CSP. The few basic type of services and their corresponding terms are optimized 

for faster planning. Simulation shows that the system is able to perform tasks bounded by 

complex logical rules, yet no pre-programming is required to combine different services as 

they are loosely bounded.
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Living Room

 2J ~1Jcabinet (N20)
initially contains

canned drink (M2) O
Kii clFridge (N22)

initially contains
canned drink (M1)

Window (N29) of
the wet kitchen)

We iKitchen

Figure 5.14: Case 6: The robot proceeds to the kitchen at Step 2 and goes toward the fridge(N22) 
 to fetch a canned drink(M1) in Step 3. It subsequently goes to the cabinet(N20) to place Ml. N20 

contains another canned drink(M2). The robot will fetch M2 and close N20 at the end of Step 4. It 

proceeds to the fridge to place M2 and closed it in Step 5. After that, the robot approaches the wet 
                kitchen in Step 6 and opens the window in Step 7.
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Chapter 6

Human-centric Implementation for

Personalized Service Provision

  Previous chapters explain the various modules in realizing human-centric system. This 

chapter describes the implementation of human-centric system in a prototype smart home 

to demonstrate the applicability of the approach. 

  Human-centric system will try to maximize the fulfillment of personal constraints 

 (known as QOLs) by using the devices it can control. Human Identification Module (HIM) 

identifies (and possibly tracks) people who are within the vicinity of control such that their 

personalized data can be extracted, like their personal info and QOL. Identification is re-

quired to be open set because it needs also to return whether it knows the person or not. 
If the person is unfamiliar, default QOL is assigned to him/her. This work emphasizes in-

dividual goal fulfillment, thus, a simpler method for tracking using clothing colors is used 

as described in the home setup of Section 6.2.2.1. With the devices connected to the smart 

home and the house layout, Semantic Reasoner Module (SRM) will wrap up their services 

to become planning operators (or activities) fit for planning. Automated Planner Module 

(APM) will then coordinate the devices to maximize fulfillment of QOL. For clarity, we will 
use "activity" to refer to service operators for planning, unlike "service", which is of a much 

general use. Service composition through service mash-ups that are generated by semantic 
reasoners is not discussed in this architecture. We assume the right services are already 

composed that can be used for planning.
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6.1 Building Ontology

  The building ontology defines the relationships between entities and their concepts that 

are within the building environment, described according to OWL DL. Two ontologies are 

defined for the building ontology, which are, ontology for human and for devices. This 

section gives the gist of the ontology, where specific structures will be illustrated in Section 

6.2.2.

6.1.1 Human Ontology 

  As human-centric system focuses on fulfilling the needs of human, it needs to have a 

syntactic representation of the human where whatever decisions and manipulations can be 

made from and on it. That said, every human that is detected will be assigned a node, where 

the graph associated with the node is shown in Figure 6.1. The node is indicated by 1 and it 

falls under class Human, which consists of classes of different privileges priv, where larger 

privileges subsumes lower privileges (For example, priv2 C priv3). Privileges with lower 
numbers indicate a higher privilege compared to those with higher numbers. For example, 

the host's Human node falls under privl, and the friends fall under priv2. The Human 

node is connected to its information via property has In f o, which directs to further or raw 

information of the person. 

Preference variables (shown as node 2 and 3)are related to Human node through prop-

erty hasV ar. Examples of preference variables are alarm clock setting, meal preferences 

and checkups per month. Although some are not considered preferences but a requirement 

set by others (such as checkups per month) or might be inferred through sensor networks 

such as inferred activities or goal recognition, but for simplicity, we will termed them as 

preferences. Every preference variables are associated with a Boolean knowledge variable, 
which is related to it via property hasKV ar, where they are set to 1 if the preference vari-

ables they are associated to are considered known. Preference variables have names and 

values, which are associated through property hasName and hasValue respectively. 

  Human location is constantly being updated based on the room he/she is in. Human 

location can be obtained via property has Location. There is a special variable with the 

name of ̀ Location' (shown as node 6) that records the value of whatever being assigned to 

the human's location. 

Human node is connected to QOL (shown as node 4) through property hasQOL. These 

are personal constraints that the automated planner needs to optimize. QOLs are considered 

manually assigned by the host (privl) for his/her friends (priv2) and strangers (priv3). All 

constraints in QOL have individual costs denoted as w(q, h), where q is the constraint index
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QOL with weights derived 
from their info and 

privileges

Figure 6.1: Ontology for human. Square indicates an instance, ellipse indicates a class, arrow in-
dicates a property and square indicates values or node that leads to information. These indications 

                         apply to future graphs.

in the QOL and h is the human identifier. The cost is the penalty if the constraint from the 

QOL is not met. At the current stage of work, costs are manually assigned. Total cost of 
each constraint is obtained via w(q, h) + priv(h), where priv(h) is the privilege cost of 

person h (The cost is 50, 30 and 10 for privl, priv2 and priv3 respectively, which means, 
penalty is higher if constraints are not met for people with higher privileges). Besides, as 
stated, currently, we consider QOLs to be assigned manually by the host, who needs to have 
knowledge on the devices in his/her home, or have knowledge to set implicit constraints. 
More work has to be done for more intelligent and automatic assignment of costs.

6.1.2 Device Ontology

  Device ontology is built for every controllable device to enable device and service dis-

covery, interoperation, composition and configuration, which is a heavily researched field 

[3, 92]. The associations made are to connect services to compatible and available devices or 

services, where services are dispensed based on policies. Semantic mark-ups and ontologies 

provide the means for service composition through the use of semantic reasoners. Here, we 
introduce the ontology extension to accommodate planning operators. 

  Besides the device type and services provided by the device, planning operators also 

requires information on the variables. For example, for a dim lamp, apart from assigning 

a type to the light as dim light, information on what service should be executed to turn 

on/off the light is needed, as well as an indicator (or variable) to indicate that the light is 

on/off. Device graph is shown in Figure 6.2. As in [3], devices (node 1) are associated with
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Figure 6.2: Ontology for device

a type class and location. The type classes used in our case studies are shown in Figure 6.4. 

This can support service composition, but in order to extend to planning, services (node 

2) and their corresponding variables (node 3) are included as well, both having their own 

type classes respectively. Variables can be either Boot or Int. The service referred here 

is called the atomic service, which has not been wrapped up with planning rules such as 

preconditions. Service operators for planning (which is equipped with preconditions and 
effects) requires wrapping up atomic services via rules, which, at the moment, are user-

specified. The rules associate the nodes to the preconditions, effects and other parameters 

of the planning operators. The rules used for the case studies are shown in Table 6.5 in 

Section 6.2.2.3, where detailed explanations are given. 

Currently, atomic service can be assigned to 6 types of classes: Class On/0 f f are 

for services that can assign 1/0 to variables under Bool, which is connected via property 

hasOutput. Class Up/Down are for services that can increase/decrease values in variables 

under Int. Class Assign are for services that assign values to variables under Int or Bool 

that is connected via property hasOutput from a constant or from other variables that are 

connected via property haslnput (not shown in the figure). Class Toggle performs nega-

tion on variable under Bool.

6.2 System Implementation

  Current home automation system either covers simple service activation with knowl-

edge representation, service composition that requires expert design for complex planning, 

or planning without optimization. This section demonstrates the human-centric system that 

supports plan generation and optimization to maximize personalized constraints. 

  Reasoner FaCT++ [132] is used for building ontology reasoning, and Z3 [35] is applied 

for satisfiability test. A separate module is also built to support necessary SPARQL querying 

capability (to emulate SWRL) on building ontology supported by FaCT++. For the weighted
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constraint satisfaction planner, we set the maximum time threshold to 10 seconds for plan-

ning. This means if the planner has not finish searching the optimum solution within 10 

seconds, the current best solution is chosen instead. The whole system is run on an 2.5GHz 

Intel Core i5 computer with 4GB RAM. 

Parameters for BMA are number of generations Ngen, number of bacteria N2nd, number 

of clones Neiones, mutation segment length lbm, number of infections NZnf, and infection 

segment length lgt. For speed and simplicity, lb72, N2n f and lgt are all set to 1. The other 

parameters are set from preliminary tests on result consistency and time consumption, 

which are, Ngen = 10, NZnd = 3, and Nciones = 3.

6.2.1 Planning Evaluation 

6.2.1.1 Problem Relaxation Comparison Test 

  As explained in Section 4.6.4, original planning problem is relaxed by eliminating pre-

conditons, and converting them to sub-goals with costs. 

  In this section, comparison is performed to evaluate the improvement contributed by 

the conversion of precondition to sub-goals in problem relaxation for branch and bound, 

instead of relaxation through eliminating preconditions only (termed normal relaxation). 

The test is performed to compare the time they take to obtain the optimal solution. The 

experiment is conducted with maximum K = 9, 11 and 13 horizon steps of activity. Goals 

are designed, and are randomly assigned during experiment, such that they need at least 

K steps to reach the optimal solution. Number of activities is not reduced. Table 6.1 is the 

comparison result. Search will still proceed even when the optimal solution is reached (as 

it doesn't know that it's the best solution until full search is completed). Result for time 

consumption to complete full search (for K = 9, as higher K takes more than 3 minutes) 

is shown in Table 6.2. 

  It can be observed that, with sub-goal conversion, optimal solution can be obtained very 

quickly relative to without conversion. On the other hand, search time is only slightly im-

proved. We need the algorithm to obtain the optimal solution fast, and place less emphasis 
on the total search time as there is a time threshold of 10 seconds. Therefore, relaxations 

through sub-goal conversion are used due to their superior performance.

6.2.1.2 Evaluation on Time Consumption on Constraint and Activity Numbers 

  Test is performed to evaluate time consumption to reach 50% improvement from non-

action with different number of constraints (each constraint consists of grounded terms
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Table 6.1: Time consumption (seconds) to reach optimal solution for different relaxation approach

Description K Median 1st Quartile 3rd Quartile  Min Max

Normal Relaxation

9 30.0 17.1 57.1 8.7 93.2

11 55.17 19.6 74.4 11.2 110.6

13 85.6 31.2 151.0 37.0 291.4

With Sub-goal Conversion

9 8.4 7.7 30.7 7.3 55.9

11 16.6 11.3 31.2 10.4 97.4

13 34.1 30.7 66.4 23.6 133.0

 Table 6.2: Time consumption (seconds) for full search (K = 9) for different relaxation approach

Description Median  1st Quartile 3rd Quartile Mean Std Min Max

Normal relaxation 88.0 59.0 103.7 83.1 28.9 37.9 123.2

With Sub-goal Conversion 74.7 54.2 103.4 75.1 38.2 13.0 122.6

 (for finite domain data type) and /or integers, and, Boolean and/or Algebraic relations), 
where K = 9, and number of activities is 50. Non-action means the total cost of not doing 

anything. The reason optimum solution is not required is because the planner can replan to 

reach optimal or near optimal solution, which is demonstrated in Case 1 in Section 6.2.3.1. 

No activity search space reduction and goal reduction are performed. Result is shown in 

Table 6.3. It can be observed that time consumption rises quite linearly with the number of 

constraints, which means it scales well with rising constraints. 

  Evaluation is also performed on different number of activities (without reduction), with 

20-50 constraints. Other test conditions are similar to previous settings. Results are shown 

in Table 6.4. It can be observed that time consumption rises linearly with number of activ-

ities as well, though performance consistency drops. Therefore, activity search reduction 

proposed in Section 4.4.1 is crucial in ensuring scalability in terms of activity numbers.

6.2.2 Home and Device Setup 

6.2.2.1 Home Setup 

  An experimental home is set up as shown in Figure 6.3, where various snapshots from 

different camera views of the actual setup are taken. Figure 6.3a shows the information of 

the home layout and the devices for each room, and also the direction of camera view for 

the snapshots. The information shown here can be used to construct ontology that dictates 

the class and adjacency of the rooms, which is denoted as location ontology.

Table 6.3: Time consumption with different constraint numbers

No. of Constraints 20 200 2,000 20,000

Median 8.6 16.3 142.0 1729.3

1st Quartile 8.0 15.4 138.1 1645.3

 3rd Quartile 11.4 18.8 147.0 2105.7
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Table 6.4: Time consumption with different activity numbers

No. of Activities 50 100 150 200

Median 10.6 31.1 52.7 75.2

 1st  Quartile 10.2 30.8 50.1 72.8

3rd Quartile 10.8 31.6 58.5 126.8

  There are also a clock and temperature sensor than updates variable time and 

GeneralTemperature respectively. Besides that, a fire event sensor is installed in the 

 kitchen, which set the Boolean variable KitchenFireEvent to 1 is there is a fire, and 0 

otherwise. There is also a Boolean variable PlanTimer, which is be set to 1 after certain 

duration. After one planning cycle is finished, it will be set back to 0. It usage as implication 

for constraints is explained in Section 6.2.2.4. 

  There are three pressure sensors located in the bed, the toilet and the floor next to the 

stove in the kitchen, where their activation indicate sleeping, in the toilet and cooking re-

spectively. Currently, their activation manipulates the variable HumanState (more details 

on the variable in Section 6.2.2.4). 

  Two Kinect sensors are used to localize human in the house. To enable multi-human 

tracking and to provide them with appropriate privileges, we use color information of the 

clothes the person wears. Black shirt is the host, blue shirt is the friend and the others are 

strangers. Information on human localization will then be used to determine which room 

the person is in, thus, assigning the location node to the Human.

6.2.2.2 Device Setup 

  Figure 6.4 shows the device class type and the assignment of devices to the classes, 

where the device node of each device will be assigned as shown in Figure 6.5. Microphone 

2 and speaker 2 are shown as a single object because this is realized by a communication 

robot we developed called iPhonoid. More information on the robot can be found in [23]. 

Speakers 1, 2 and 3 are soft speakers, meaning they can only be heard when the person is 

in the same room as them. Speaker 4 is a loud speaker that can be heard throughout the 

house. 

2 generators, gl and g2, are shown as thunder-shaped object. They don't exist in a 

particular room, thus, drawn in the MI SC area. g2 is a lower powered generator compared 
to gl, but it is considered much more efficient. All devices under light, tv and fan can run 

given generator 1 and 2, except the air-conditioner, which needs gl. This requirement is set 
as extended constraints and will be explained in Section 6.2.2.4. Another component that 

don't exist in any particular room is the online radio ol (heart-shaped). 

  The devices described above are all realized through an emulator, except the speaker and
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Figure 6.3: Home layout and devices
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Figure 6.5: Semantic graphs for the devices. D indicates the device node. Device IDs are listed 
                       below their corresponding graph

the microphones. We believe there will be no loss of generality in using emulated devices 

as we assume these devices don't affect events. For example, we don't take into account the 

fact that the turning on of light will cause certain light sensors to pick that up and induce 

further goals. Such cases are subject of future work. That said, speaker and microphone 

should be implemented in hardware as they concern interactions with humans. 

  Semantic graphs (which follows the description in Section 6.1) for the devices are shown 

in Figure 6.5. Fan fl and f2 applies Graph 1 because they can be turned on/off and be tuned 

up/down. TV tvl and tv2 uses Graph 2 as they can be turned on/off and change the channels 

by transferring information from the input variable. Speaker sl, s2, s3 and s4 is always on, 

but their volume can be controlled, thus, applies Graph 4. The rest of the devices (except 

the microphones) can only be turned on/off, which applies Graph 3.
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6.2.2.3 Generating Planning Activities from Atomic Services 

  As explained in Section 6.1, devices only provide atomic services. To enable planner to 

use them, they need to be wrapped up by associating them to planning services through 

rules shown in Table 6.5. nonManaged is to check whether the objects of its argument 

have been dealt with or not. 

  The generated activities are shown in Table 6.6. For easier reading, in the table, the 

variables are given relevant names. In actuality, all variables are just nodes that have their 

own IDs. To shorten the table, we replace a list of activities by n. For example, l`n' means 

11,12,13...l10, which are the IDs for the lights. Variables with subscript res is the response 

variable. Variable Pre f Chan is preceded by Host and Frnd, which indicates that the vari-

able comes from the Host and Friend Human node respectively. The same applies to Human 

location variable shown as Loc. tichan and t2chan are variables under assign type for tvl 

and tv2 respectively. 

  From Table 6.6, activities 1 to 50, 63 and 64 are generated from Association 1 and 2 

of Table 6.5, activity 67 to 78 by Association 3 and 4, activity 51 to 53 and 55 to 57 by 

Association 5, activity 54 and 58 by Association 6, activity 59 to 62 by Association 7, and, 

65 and 66 by Association 8 and 9. 

  Given the generated activities, the costs for the activities are manually assigned based 

on preferences. For clarity, we explain the motivation behind the cost that are set: Default 

cost is the minimum at 2. Activities concerning generator gl is set to a higher value of 3 as 

the use of g2 is preferable compared to g1. Activities concerning AC is set high at 4 as it is 

not desirable to turn it on. Activities concerning speaker s4 is set at 4 because its loudness 

is not desirable.

6.2.2.4 Variables, QOL and Goals

  Preference variables (shown in Figure 6.1) store states and information pertaining the 

human that is crucial for planning. The relevant preference variables used in the case studies 

are WatchTV (inferred state that the human wants to watch TV), Pre f Chan (preferred tv 

channel), Pre f T emperature (preferred thermostat temperature) and HumanState (State 

of human such as sick, well, sleeping etc. each with their own IDs). The following are the 

relevant values for HumanState: 0 is healthy and sleeping, 1 is healthy and awake, 2 is 

sick and awake, 3 is sick and sleeping, 4 is cooking, 5 is in the toilet. 

  Environment variables store states to describe its state. The relevant environment vari-

ables are time, GeneralTemperature and KitchenFireEvent as laid out in Section 

6.2.2.1. Description for the state of time is as follows: 0 is early morning,1 is morning,
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Table 6.5: Rules for atomic service wrap-up

No  Association RuleI Precondition and Effects

1
Device(?D) A hasService(?D, ?S) A On(?S) A hasOutput(?S, ?V)APrecondition: none
nonManaged(?D) -t: assign(?D, ?S, ?V)Effect: ?Vt+i = true

2
Device(?D) A hasService(?D, ?S) A Off  (?S) A hasOutput(?S, ?V)APrecondition: none
nonManaged(?D) -t: assign(?D, ?S, ?V)Effect: ?Vt+1 = false

3
Device(?D) A hasService(?D, ?S) A Up(?S) A hasOutput(?S, ?V)APrecondition: none
nonManaged(?D) -t: assign(?D, ?S, ?V)Effect: ?Vt+1 =?Vt + 1

4
Device(?D) A hasService(?D, ?S) A Down(?S) A hasOutput(?S, ?V)APrecondition: none
nonManaged(?D) -t: assign(?D, ?S, ?V)Effect: ?Vt+i =?Vt — 1

5

Human(?H) A Speaker(?P)A Mic(?M) A isLocated(?H, ?L) A
hasVar(?H?LC)AP

recondition:?LCt =?Lth
asName(?LC, Location) A isLocated(?P, ?L) A isLocated(?M, ?L)/~Eff ect: ?Pon:= VariableRes;P
riv2(?H) A hasVar(?H,?PC) A hasName(?PC,Channel_Preference)A2KPC

t+1 — truehasKVar(?PC
, ?KPC) A nonManaged(?H, ?P, ?M, ?L)

~: assign(?H, ?P, ?M, ?L, ?LC, ?PC, ?KPC)

6

Human(?H) A Loud_Speaker(?P) A Mic(?M) A isLocated(?P, ?L)A
isLocated(?M, ?L) A Priv2(?H) A hasVar(?H, ?PC)APrecondition: noneEffect: ?PCt+i = VariableRes;hasName(?PC, Channel_Pre f erence) A hasKVar(?PC, ?KPC)A
nonManaged(?H, ?P, ?M)-: assi n(?H?P?M?PC?KPC)?KPCt+1 = true

7

hasService(?D, ?S2) A Assign(?S1) A On(?S2) A hasOutput(?S1, ?O)APrecondition: (?Tt = true)A
hasOutput(?S2, ?T) A haslnput(?S1, ?I) A hasVar(?H, ?PC)A(?KPCt = true)
hasName(?PC, Channel_Pre f erence) A hasKVar(?PC, ?KPC)AEffect: ?/t+1 = PCt
nonManaged(?D, ?H) -+: assign(?D, ?H, ?O, ?I, ?T, ?PC, ?KPC)

8
 Loud_Speaker(?D1) A Radio(?D2) A hasService(?D2, ?S) A On(?S)APrecondition: none 

hasOutput(?S, ?V) A nonManaged(?D1, ?D2) -+: assign(?D1, ?D2, ?S, ?V) Effect: ?Vt+1 = true

9
Loud_Speaker(?D1) A Radio(?D2) A hasService(?D2, ?S) A Off  (?S)APrecondition: none 
hasOutput(?S, ?V) A nonManaged(?D1, ?D2) -+: assign(?D1, ?D2, ?S, ?V) Effect: ?Vt+1 = true

2 is noon, 3 is afternoon, 4 is evening, 5 is night, 6 is midnight. 

  Constraints in QOL are specified by individuals. Given that there are two persons (a 

host and his friend) that the smart home knows, thus, there are two sets of QOL from the 

human in the case studies. Relevant constraints of the QOLs and their costs are shown in 

Table 6.7. The costs shown include costs from privileges, where Host is privl and Friend is 

priv2, thus, 50 and 30 respectively. Constraints 1 to 14 are the constraints from Host's QOL, 

and constraints 15 to 26 are the constraints from Friend's QOL. The remaining constraints 

are set by the host for the home, and are not tied particularly to any person. 

  For simplicity, when referring to a variable x that belongs to a device of certain device 

type and its value, instead of writing Light(D) A hasVar(D, x) A hasValue(x, 1), in Table 
6.7, it will be written as Light(x) A (x = 1) (or Light(x) A x if x is Boolean). Constraints 
27 to 36 applies to every lights of the house, and constraint 37 applies to every vents. 

  Predicate connected(a, b) returns whether location a and b are connected or not. Two 

rooms are connected if one can walk to the room without obstructions in between such as 

closed doors. The truth value of the predicate can be easily obtained given the state of doors 

using simple SAT solvers or from multi-stage description logic [17]. 

  Constraints 11 and 12 can be generated from constraints 9 and 10, and constraints 23 to 

26 can be generated from constraints 21 and 22. This is because the fulfillment of the orig-

inal constraints implies the fulfillment of the generated constraints, which enables better
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Table 6.6 : Generated activities

No Precondition Effects Cost

 1 none  glt+1 = true 3

2 none glt+1 = false 2

3 none g2t+1 = true 2

4 none g2t+1 = false 2

5-14 none l`n't+1 = true 2

15-24 none l`n't+1 = false 2

25-26 none f `n't+1 = true 2

27-28 none = false 2

29 none ACt+i = true 4

30 none ACt+i = false 2

31-32 none t`n't+1 = true 2

33-34 none t`n't+1 = false 2

35-38 none d`n't+1 = true 2

39-42 none d`n't+1 = false 2

43-46 none w`n't+i = true 2

47-50 none w`n't+l = false 2

51 Host_Loct = 2
Host_Pre f Chant+l = Host_Pre f Chanres ,
KHost_Pre f Chant±i = true

2

52 Host_Loct = 3
Host_Pre f Chant+i = Host_Pre f Chanres ,
KHost_Pre f Chant+i = true

2

53 Host_Loct = 5
Host_Pre f Chant+l = Host_Pre f Chanres ,
KHost_Pre f Chant+i = true 2

54 none
Host_Pre f Chant+i = Host_Pre f Chanres ,
KHost_Pre f Chant+1 = true

4

55 Frnd_Loct = 2
Frnd_Pre f Chant+i = Frnd_Pre f Chanres ,
KFrnd_Pre f Chant+l = true

2

56 Frnd_Loct = 3
Frnd_Pre f Chant+l = Frnd_Pre f Chanres ,
KFrnd_Pre f Chant+i = true 2

57 Frnd_Loct = 5
Frnd_Pre f Chant+i = Frnd_Pre f Chanres ,
KFrnd_Pre f Chant+i = true

2

58 none
Frnd_Pre f Chant+l = Frnd_Pre f Chartres,
KFrnd_Pre f Chant+1 = true

4

59 (tlt = true) A (KHost_PrefCharnt = true) tichant+l = Host_Pre f Chant 2

60 (tlt = true) A (KFrnd_PrefChant = true) tl chant+i = Frnd_Pre f Chant 2

61 (t2t = true) A (KHost_Pre f Chant = true) t2chant+1 = Host_Pre f Chant 2

62 (t2t = true) A (KFrnd_Pre f Chant = true) t2chant+1 = Frnd_Pre f Chant 2

63 none vlt+1 = true 2

64 none vlt+1 = false 2

65 none olt+1 = true 2

66 none olt+1 = false 2

67-70 none s`n'volt+l = s`n'volt +1 2

71-74 none s`n'volt+i = s`n'volt — 1 2

75-76 none f `n'volt+l = f `n'volt +1 2

77-78 none f `n'volt+l = f `n'volt — 1 2
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optimization by generating more goals. Since such goals can be checked in linear time, it 

imposes negligible effect. 

  Constraints 27 to 38 depends on PlanTimer, which is periodically set to one. Therefore, 

these constraints will be periodically considered. The purpose of these constraints is to 

maintain default state such as turning the lights off if there is nobody there. 

  Constraints El and E2 are extended constraints. Unlike other constraints that need to 

be fulfilled at the end of the plan, extended constraints are required to be met throughout 

the whole planning sequence. El states that if lights, tv or Fan are turned on, at least one 

device under generator class needs to be on, regardless of whether its an efficient or normal 

generator. E2 states that is any air-conditioner is on, normal generator needs to be turned 

on.

6.2.3 Demonstration Cases

  Given the problems stated in Section 1.3, automatic device binding is achieved as shown 

in Table 6.6.1his section will present the case studies to demonstrate the system's capability 

in handling problems on complex plan generation and over-constrained situation. 

  The cases also show the system's capability to extend to more complicated goals, namely 

goals from plug-in functions and extended goals and constraints that need to be fulfilled 
throughout the planning process. Reason behind plug-in function extension demonstration 

is that there are a lot of goals that cannot be efficiently logically represented in the QOL 

list. Adding a plug-in function into the QOL list can help extend the QOL to such goal, such 

as goals that depend on structured reasoning. As for extended goals, normal goals in QOL 

only require their fulfillment after the whole plan is completely executed. Extended goal 

goes a bit further to ensure that it is achieved throughout the plan. 

  Case 1 is on continuous planning and optimization, where planning is done in multi-

stages to reach the optimum solution due to time threshold and plans that are too complex 

to generate and execute at one go. Case 2 is on reasoning and dealing with conflicting 

constraints. Case 3 demonstrates the simplicity to extend the planner to support plug-in 

functions. Case 4 demonstrates the use of extended goals that maintains certain condition 

throughout the plan, which is crucial if sequence ordering is important.

6.2.3.1 Case 1: Continuous Planning and Optimization 

  Case 1 demonstrates the ability of the system to continually perform planning and op-

timization with uncertain information. In this case, the time is set at noon, where the tem-

perature is 24 degrees. Fans are off and their initial volume is 1. The host and the friend
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Table 6.7: Constraints from QOLs

No Constraints Cost

1 (Host_WatchTV A (Host_Loc = 2)) -+ (KHost_Pre f Chan A tichan = Host_Pre f Chan) 100

2 (Host_WatchTV A (Host_Loc = 3)) -+ (KHost_Pre f Chan A t2chan = Host_Pre f Chan) 100

3
(Host_WatchTV) -+ (KHost_PrefChan A ((tichan = Host_PrefChan) V (t2chan = 
Host_Pre , f Chan)))

90

4
((Host_Loc = 2) A (Host_HumanState = 1) A ((time = 5) V (time = 6))) -+ Px(Dim_Light(x)n 
isLocated(x, 2) A (x = 1)) AVy(Bright_Light(y) A isLocated(y, 2) A (y = 0)))

100

5
((Host_Loc = 3) A (Host_HumanState = 1) A ((time = 5) V (time = 6))) -+ Px(Dim_Light(x)n 
isLocated(x, 3) A (x = 1)) AVy(Bright_Light(y) A isLocated(y, 3) A (y = 0)))

100

6  ((time = 1) A (Host_HumanState = 1) A —(Host_Loc = 0)) -+ music 60

7 ((time = 1) A (Host_HumanState = 1) A –(Host_Loc = 0)) -+ (s4vol > 5) 60

8 (((Host_HumanState = 0) V (Host_HumanState = 2) V (Host_HumanState = 3))A
—'(Host_Loc = 0)) -+ —'music

100

9 ((Host_Loc = 2) A (GeneralTemperature > 25)) -+ (f 1 A ( f lvol > 2)) 100

10 ((Host_Loc = 3) A (GeneralTemperature > 25)) -+ (f2 A (f2vol > 2)) 100

11 ((Host_Loc = 2) A (GeneralTemperature > 25)) -+ (f1 A ( f lvol > 1)) 100

12 ((Host_Loc = 3) A (GeneralTemperature > 25)) -+ (f2 A (f2vol > 1)) 100

13 (–(Host_Loc = 0) A (GeneralTemperature > 32)) -i AC 100

14 (—(Host_Loc = 0) A (GeneralTemperature > 25) A ((Host_Loc = 2) V (Host_Loc = 3))) -*
(-(f1= AC) A-(f2=AC))

100

15 (Frnd_WatchTV A (Frnd_Loc = 2)) -+ (KFrnd_PrefChan A tichan = Frnd_PrefChan) 80

16 (Frnd_WatchTV A (Frnd_Loc = 3)) -+ (KFrnd_Pre f Chan A t2chan = Frnd_Pre f Chan) 80

17
(Frnd_WatchTV) -+ (KFrnd_PrefChan A ((tichan = Frnd_PrefChan) V (t2chan =
Frnd_Pre f Chan)))

70

18
((Frnd_Loc = 2) A (Frnd_HumanState = 1) A ((time = 5) V (time = 6))) -+ (3x(Bright_Light(x)A
isLocated(x, 2) A (x = 1)))

80

19
((Frnd_ oc = 3) A (Frnd_HumanState = 1) A ((time = 5) V (time = 6))) -*
((14 + l5 + l6 + 17) > 1)

80

20 (((Frnd_HumanState = 0) V (Frnd_HumanState = 2) V (Frnd_HumanState = 3))A
—i(Frnd_Loc = 0)) -+ —'music

80

21 ((Frnd_Loc = 2) A (GeneralTemperature > 23)) -+ (f 1 A ( f lvol > 3)) 80

22 ((Frnd_Loc = 3) A (GeneralTemperature > 23)) -+ ( f2 A (f2vol > 3)) 80

23 ((Frnd_Loc = 2) A (GeneralTemperature > 23)) -+ ( f 1 A ( f lvol > 2)) 80

24 ((Frnd_Loc = 3) A (GeneralTemperature > 23)) -i ( f2 A (f2vol > 2)) 80

25 ((Frnd_Loc = 2) A (GeneralTemperature > 23)) -+ (f 1 A ( f lvol > 1)) 80

26 ((Frnd_Loc = 3) A (GeneralTemperature > 23)) -+ (f2 A (f2vol > 1)) 80

27-36 PlanTimer -+ (Vx(Light(x) A x = 0)) 10

37 PlanTimer -i (Vx(Vent(x) A x = 0)) 10

38 PlanTimer -+ (3x(Generator(x) A x = 1) -+ (gl + g2 = 1)) 10

39 KitchenFireEvent -+ (Vx((x = Host_Loc) -+ —'connected(5, x))) 50

40 KitchenFireEvent -+ (Vx((x = Frnd_Loc) - –iconnected(5, x))) 50

41 KitchenFireEvent-+vl 50

El 3x((Light(x) V TV(x) V Fan(x)) A x = 1) -* (3y(Generator(y) A y = 1)) 50

E2 3x(AC(x) A x = 1) -+ (3y(Normal_Generator(y) A y = 1)) 50
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are in the living room, where both want to watch TV. Their Pre f Chan variables are not 

known. 

  The case starts off by host and friend requesting the robot (s2 and m2) that they want to 

watch TV as shown in sequence A of Figure 6.6. Communication with the robot starts off 

by stating the identity, followed by a keyword that the robot understands. In this case, the 

host and friend both request for watching TV, which the robot will set variable WatchTV 

to 1 for both of them. The fact that they are in the living room and have their WatchTV set 

means constraints 2 and 14 in Table 6.7 are considered as goals for the planner since they 

have their implications met (Recall that this helps reduce activity search space to increase 

speed as explained in Section4.4.1). 

  Given the current state, the planner will generate the following sequence of activities 

(number in the parenthesis is the activity ID from Table 6.6):

First plan: 

Turn on g2(3) = Turn on f2(26) Turn on tv2(32) Ask Host about channel(52) = Increase f2 volume by 1(76) Ask Friend 

about channel(56) Change tv2 channel(61) End

Second plan: 

Turn on tvl(31) = Change tv1 channel(60) = Increase f2 volume by 1(76) Increase f2 volume by 1(76) = End

  The plan starts off by turning on generator g2. Since g2 has a lower cost to turn on 

compared to gl, it is selected by the planner. Fan f2 is then turned on, followed by tv2 

in the living room. The robot then proceeds to ask the host about his preferred channel 

shown in sequence C in Figure 6.6. The plan also attempts to increase the volume of the fan 

from initial volume of 1. This is due to constraints 22, 24 and 26. After that, it proceeds to 

asking the friend of his preferred channel shown in sequence D. Finally, the tv2 channel 

is switched (to host's preference). The device activation flow can be observed in Figure 6.7 

from sequence 1 to 4. 

  From Figure 6.6, the host and friend has different preferences for channel. tv2 has been 

used to fulfill the host's constraints due to it having a higher cost. 

  But all is not lost for the friend because of the constraint 17 in Table 6.7, which states 

that any television will do fine, although at a slightly lower cost. At the same time, the fan 

volume is at 2, which does not fulfill constraints 22 and 24. 

  The second planning therefore proceeds to continue the optimization. Since it already 

knows about the friend's preference, it turned on tvl in the bedroom and switched to the
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Figure 6.6: Robot communication flow for information extraction in Case 1

preferred channel. The plan is completed by increasing the fan volume to 4.

6.2.3.2 Case 2: Making Intelligent Choices under Conflicting Constraints 

  Case 2 demonstrates the capability to make intelligent choices of devices under con-

flicting constraints given the dynamic situation in the home. The case is set at night with 

temperature at 22 degrees. Initially, the friend is in the bedroom and the host is in the living 

room as shown in sequence A of Figure 6.8. 

  The initial state dictates that constraint 5 and 18 of Table6.7 are considered, where host 

wants at least one dim light to be on and all bright lights to be off if he is in the living room, 

and, the friend wants at least one bright light to be on if he is in the bedroom, respectively. 

Planning will generate the following plans:

 Turn on g2(3) Turn on Light /3(7) Turn on Light /5(9) End

  Light 13 (bright light in the bedroom) and light 15 (dim light in the bedroom) are switched 

on, where the sequence is shown in Figure 6.9 from 1 to 4.
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ol,

 X  X x

Figure 6.7: Device visualization for Case 1: Blue square indicates TV that is turned on, where 
the number within represent channel. Green thunder indicates the efficient generator. Green cross 

             indicates the fan, where its size changes based on the volume.

  After a short while, the host starts to walk to the bedroom. Constraint 5 is no longer 

considered, and constraint 4 will be considered, which is conflicting with constraint 18 

(from the friend). But since host possess higher cost, home automation will try to fulfill his 
wishes by a newly generated plan as follows:

 Turn on Light 12(6) = Turn off Light /3(17) = End

Bright light /3 that is previously turned on for the friend is turned off, and dim light /2 

is turned on, shown in sequence 5 of Figure 6.9. 

  Constraints 27 to 36 will be considered every once in a while due to periodic setting 

of PlanTimer. When these constraints are considered, it requires all light to be turned 

off. But it will not turn off /2, as the cost of fulfilling constraint 4 is higher. But /5 in the 

living room is still turned on as it won't turn off by itself, since no constraints are violated 

even when the host moves to the bedroom. The act of turning it off will introduce cost of 2. 

But with constraints 27 to 36 imposing costs on lights that are turned on, the planner will 

proceed by turning off /5 as shown in sequence 6 of Figure 6.9.
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Figure 6.8: Human movements between rooms in Case 2

Figure 6.9: Device visualization for Case 2: Small yellow circle is a dim light, and large yellow 
                         circle is a bright light
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Figure 6.10: Device visualization for Case 3: Blue bars indicate doors. Here, door d2 is closed

6.2.3.3 Case 3: Plug-in Function Demonstration 

  Case 3 demonstrates the use of plug-in function, where the result is used to determine 

intelligent plans, as CSP does not concern itself with the data structure and function used, 

as long as truth values can be obtained. 

  This case is used on fire emergency in the kitchen when both the host and friend are 

in the kitchen. The function is connected, as shown in constraints 39 and 40, where it de-

termines whether two rooms are directly connected or not. It makes decision based on the 

door states and layout of the house. In times of fire, where there is smoke, one tries to 

disconnect people from the smoke by whatever means necessary. 

 When fire occurs, KitchenFireEvent is triggered, causing constraint 39, 40 and 41 to 

be considered. Constraint 41 causes the vent to be turned on. During the fire, the friend runs 

to the entrance area and the host runs to the living room. Given this situation, both person 

can be disconnected from the fire by closing door d2 to fulfill constraint 39 and 40. Thus, 

the planner will proceed with this plan. The final device state is shown in Figure 6.10. The 

doors will not be closed if they are in the kitchen as connected cannot be true. Therefore, 

the best plan is to do nothing, where no additional activity costs are imposed. In this case, 

the smart home can be thought of as waiting for them to get out of the kitchen before it 

proceeds to closing the door. 

  One can add numerous plug-in functions as goal evaluation can be done extremely fast, 

which is limited by the complexity of the functions themselves.
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6.2.3.4 Case 4: Demonstration of Extended Goals

  We demonstrate the use of extended constraints in this case. There are two extended 

constraints as shown in Table 6.7, which require at least one generator to be on if light, fan 

or tv are to be turned on, and that normal generator needs to be turned on if air-conditioner 

is to be turned on. One can consider extended constraints as additional preconditions for 

every activity. 

  The case starts off with the host and friend in the living room at night. Sequence 1 of 

Figure 6.11 shows that dim light 15 and efficient generator g2 us turned on to maximize 

constraint fulfillment. The planner turns on g2 before switching 15 to on as per required by 

extended constraint El. 

The host then request for air-conditioner to be turned on. As AC require normal gener-

ator to be on as per required by E2, gl is switched on as shown in sequence 2, after which 

AC is switched on in sequence 3. 

  Periodic constraint 38 states that at most only one generator can be switched on. This 

will cause g2 to be switched off as shown in sequence 4. Previous constraints are not violated 

as lights, fan and tv can also run under gl.

6.3 Remarks

  Intelligent plan composition and optimization is implemented on the smart home 

through using building ontology and solving weighted CSP. Building ontology is used to 

provide a schema of knowledge representation, including knowledge of building layout 
and devices connected to the smart home. Through rule associations for service wrap-up, 

variables and services provided by individual devices can be related to each other. Via rep-

resenting the problem as weighted CSP given weighted goals, solution obtained is the se-

quence of activities that tries to fulfill as much personalized constraints as possible. Case 

study shows the system is capable of composing and executing optimized plans for conflict-

ing constraints. Besides, it shows potential in composing services for complex rules derived 

from the building ontology. 

  Currently, cost for activities and cost for not fulfilling constraints are manually set by 

user. Improvements should be made such that costs can be automatically set, or at least 

provide a simpler alternative for users to choose from. Another issue related to cost is 
the danger of being over-written. If there are conflicting goals between people in higher 

privileges (like the host) and people of lower privileges (like the friend or strangers), the 

planner will try to maximize the constraints that manifest itself as trying hard to fulfill
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Figure 6.11: Device visualization for Case 4: Blue circle is the air-conditioner, red thunder at the 
                      top left indicates normal generator
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constraints for the higher privileged people. Danger occurs if a group of strangers have 

the same constraints that are conflicting with the host's. The total cost contributed by the 

group of strangers will cause optimization to occur in their favor.
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Chapter 7

Conclusion

7.1 Summary

  The goal of this thesis is to realize a human-centric smart home with reasoning and op-

timization. Human-centric system tries to maximize the fulfillment of personal constraints 

 (called QOL) using the available device connected to the smart home. This is performed 

through the integration of 3 modules, which are Human Identification Module (HIM), Se-

mantic Reasoner Module (SRM) and Automated Planner Module (APM). 

  Personal constraints are obtained after HIM. The proposed face identification system 

uses joint probabilistic face method, which can run in real-time. Transfer learning is realized 

to handle problem of low training data. At the same time, reformulation leads to more 

efficient data storage and faster transfer learning. The system is also extended to real-time 

face learning. Tests show that the approach is very competitive compared to other state of 

the art methods. 

  The human-centric system is endowed with intelligence using methods endorsed by the 

World Wide Web consortium for compatibility. Knowledge for devices and the home, as well 

as humans, are modeled through OWL language, where new knowledge can be extracted 

using inference engine. The knowledge is used by SRM to generate planning operators and 

rules for automated planning and reasoning. 

  Constraint processing is then used to implement automated planning in APM, where 

planning is done through representing it as constraint satisfaction problem (CSP) and solv-
ing it. The advantage of CSP is the ability to handle larger domains more efficiently. Exten-

sion is made towards weighted CSP to deal with over-constrained as well as contradictory 

constraints. The planner is also extended to realize planning with a service robot, where 

case studies demonstrate a wide range of applications.
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  Actual implementation is done on a prototype smart home. Optimality, time consump-

tion and scalability test is performed, which shows that the system will never produce 

redundant plans, and that it scales well given increasing number of devices connected to 

the smart home. 

  The proposed system is considered a high-level implementation for smart home control. 

In this work, it is built into the previous work of information structure of the smart home 

for practical implementation purpose. That said, as long as there is a low level structure 

that connects the devices and manage information passing, this system can be built on top 

of it, since it is independent of the hardware and information format. 

  To be used by the general public given that the service is provided by a company, the 

company can provide the middleware that interfaces the system with the low-level structure 

of individual smart home. With the portability issue settled, the system can be used as 

described. 

  In terms of service design, the company can provide the overhead needed for the user 

to start using the system by providing default design and consultation. This is a continu-

ous process, where, over time, the user can start to take control of the system and able to 

configure it according to their needs. 

  Therefore, the system can be used when the company can provide the middleware to 

connect the system with the low-level structure of the smart home, and a continuous pro-

cess of consultation and nurturing for the users are provided for them to eventually con-

struct a smart home that is personalized to them.

7.2 Limitations

  The main limitation of the proposed system is that if no objective encoding can be made 

on the subjective factors, then it will be outside its scope. The system is unable to handle 

goals that cannot be directly encoded objectively, or doesn't have a direct pragmatic way 
of achieving them. 

  The system might also make decisions that, although is rational given the constraints 

and goals, might be counter-intuitive for humans, because it lacks common sense (which 

is a shared set of axioms within a group where members of the group expect each other to 

have). Although one can use common sense reasoning tools like event calculus, the work 

is currently still very hard and can only handle simple problems. 

 Currently, QOLs specifications and weights should be manually set by the users. This 

can be cumbersome and careful planning is required given user experience is at stake. This 

situation is aggravated if non-intelligent users are considered, such as pets and babies,
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where the guardians need to specify all the rules to ensure their pet's or baby's welfare. 

  Besides that, the current system tries to optimize goal fulfillment using the devices it 

can use. It can't lead the user to perform an action if there are no devices that can co-operate 

to perform such task. For example, in times of fire, the system can only open the necessary 

doors such that a path to safety is established, but it can't lead the user from door to door 

to safety.

7.3 Future Work

  Current work provides room for further extension and research work. At the moment, 

association rules to generate planning operators should be manually defined. One can re-

duce such manual effort by introducing learning to obtain associations between the cause 

and effect for devices [107]. 

  Closely related to previous enhancement is the creation of an ecosystem of support 

between the company that provides the services and the users through technology, where 

 semi-automatic way of setting QOLs can be established. The company can provide goals and 

constraints based on user information, and the users can select and give preferences to assist 

the company in providing the best services. Given non-disclosure and privacy agreements, 

the company can also manage the database for the users. As the company is dealing with 

wide range of information and resources, they can help the users make better-informed 

decisions in their design. Support software with GUI can also assist in this respect. 

  In terms of weight setting, a separate CSP system can be set up, where the users (nor-

mally hosts) specify the constraints for the weights (for example, the host user can specify 

that his QOL weights should always be higher than the combined weights of the other de-

tected users in the house). This way, the CSP can generate the appropriate weights that 

abide to these rules. 

  QOL weights will also change depending on context. For example, priority in who gets 

to watch TV channel of their preferences changes with the time of the day. Such dynamic 

weights can be achieved by encoding them directly to the QOL, but it comes at a cost 

of higher processing load. Future work involves personalized functions that can set the 

weights of their QOLs. There is no loss in generality as automated planner does not consider 

how the weights are set. 

  Besides, automated planner can also be extended to consider non-determinism. As ef-

fects induced by activities of devices might deliver a range of possibilities, being robust to 

it will improve its ability to deal with non-determinism more efficiently. 

  Apart from that, the system should anticipate that certain services might give a negative
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response compared to what is expected. Given such negative return, the planner should take 

a different approach in fulfilling goals. Such capability can enable the system to lead users 

to do something (by treating the user as a device that might return negative response) if 

there are no available devices that can perform such task. 

  Finally, the vision of this work is to be able to implement human-centric system to 

a community or city. Devices installed by anyone who participated in the human-centric 

system will be shared in the sense that all these devices will try to cooperate to maximize 

the QOL of the community. 

  Given this vision, scalability to support large number of devices has to be addressed. In 

the current work, search space reduction is employed to only select devices that are rele-

vant. To improve scalability, metric distance of the device should also be used to determine 

their relevancy. 

  As human's QOL is used by the human-centric system, which might contain personal 

information, in a community-centric scope, security should be intensified. Security does 

not just cover communication, but also on data encryption and the design of services.
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Appendix A: Planning and

Implementation of Cases of Section

6.2.3

Case la 

Planning: 

 LeisureCheck.SS AskUPActivity.SS GetUserGeographicLocation GetUserLocation 

RobotSelect_c2 Robot2Query.SS AskUPActivity.SE EnsureUPactivityRun3.SS

GetW eather W eatherW arn. SS Robot2Query.SS W eatherW arn.SE ~ 

EnsureUPactivityRun.SE LeisureCheck.SE End ( Planning Time = 21.146608 seconds) 

Implementation: 

Activity RobotSelect_c2 pre-condition is not satisfied 

Re-planning: 

RobotSelect_c1 RobotlQuery.SS AskUPActivity.SE EnsureUPactivityRun3.SS 

GetW eather 

WeatherWarn.SS RobotlQuery.SS WeatherWarn.SE EnsureUPactivityRun.SE 

LeisureCheck.SE End ( Planning Time = 4.582176 seconds) 

Implementation: 

Activity EnsureUPactivityRun3.SS pre-condition is not satisfied 

Re-planning: 

EnsureUPactivityRunl.SS Light_on.SS TV_on.SS AskUPChannel.SS 

RobotlQuery.SS 

AskUPChannel.SE Change_Channel EnsureUPactivityRun.SE LeisureCheck.SE 

End ( Planning Time = 2.856030 seconds) 

Implementation: 

End

Case lb 

Planning:
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 GetUserLocation AskUPActivity.SS RobotSelect_c2 Robot2Query.SS 

AskUPActivity.SE End (Planning Time = 0.514916 seconds) 

Implementation: 

Activity RobotSelect_c2 pre-condition is not satisfied 

Re-planning: 

RobotSelect_cl RobotlQuery.SS AskUP Activity .SE End ( Planning Time = 0.214231 

seconds) 

Implementation: 

A new goal LeisureFLG = 1 is added from AskUPActivity.SE 

Re-Planning: 

EnsureUPactivityRunl.SS TV_on.SS AskUPChannel.SS RobotlQuery.SS 

Light_on.SS 

AskUPChannel.SE Change_Channel EnsureUPactivityRun.SE LeisureCheck.SE 

End ( Planning Time = 1.458679 seconds) 

Implementation: 

End

Case 1c 

Planning: 

GetUserLocation RobotSelect_c2 LeisureCheck.SS Robot2AskActivity.SS 

UPactivity2.act 

RobotSelect_c2 Robot2AskNewsCat.SS Robot2ReadNews.SS LeisureCheck.SE End ( 

Planning Time = 0.859543 seconds) 

Implementation: 

Activity RobotSelect_c2 pre-condition is not satisfied 

Re-planning: 

RobotSelect_cl LeisureCheck.SS RobotlAskActivity.SS RobotSelect_cl 

UPactivity2.act 

RobotlAskNewsCat.SS RobotlReadNews.SS LeisureCheck.SE End ( Planning Time = 

0.704468 seconds) 

Implementation: 

Activity UPactivity2.act pre-condition is not satisfied 

Re-planning: 

UPactivityl.act RobotlAskChannel.SS TV_on.SS Light_on.SS Change_Channel 

LeisureCheck.SE End ( Planning Time = 0.310479 seconds) 

Implementation: 

End
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 Case id 

Planning: 

LeisureCheck.SS AskUPActivitg.SS GetUserGeographicLocation GetUserLocation 

RobotSelect_c2 Robot2Query.SS AskUPActivity.SE EnsureUPactivityRun3.SS ~ 

GetWeather WeatherWarn.SS Robot2Query.SS WeatherWarn.SE 

EnsureUPactivityRun.SE LeisureCheck.SE End ( Planning Time = 20.888720 seconds) 

Implementation: 

Activity RobotSelect_c2 pre-condition is not satisfied 

Re-planning: 

RobotSelect_cl RobotlQuery.SS AskUPActivity.SE EnsureUPactivityRun3.SS 

GetW eather 

WeatherWarn.SS RobotlQuerg.SS WeatherWarn.SE EnsureUPactivityRun.SE 

LeisureCheck.SE End ( Planning Time = 4.223950 seconds) 

Implementation: 

Activity EnsureUPactivityRun3.SS pre-condition is not satisfied 

Re-Planning: 

EnsureUPactivityRun2.SS AskNewsCat.SS RobotlQuery.SS AskNewsCat.SE 

ReadNews.SS RobotlQuery.SS ReadNews.SE EnsureUPactivityRun.SE 

LeisureCheck.SE End ( Planning Time = 2.842578 seconds) 

Implementation: 

End

Case le 

Planning: 

GetUserLocation AskUPActivitg.SS RobotSelect_c2 Robot2Query.SS 

AskUPActivity.SE End ( Planning Time = 0.510371 seconds) 

Implementation: 

Activity RobotSelect_c2 pre-condition is not satisfied 

Re-planning: 

RobotSelect_cl RobotlQuery.SS AskUPActivity.SE End ( Planning Time = 0.212980 

seconds) 

Implementation: 

A new goal LeisureFLG = 1 is added from running activity AskUPActivitg.SE 

Re-planning: 

EnsureUPactivityRun2.SS AskNewsCat.SS RobotlQuery.SS AskNewsCat.SE ~ 

ReadNews.SS RobotlQuery.SS ReadNews.SE EnsureUPactivityRun.SE 

LeisureCheck.SE End ( Planning Time = 2.231900 seconds) 

Implementation: 

End
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 Case lf 

Planning: 

GetUserLocation RobotSelect_c2 LeisureCheck.SS Robot2AskActivity.SS 

UPactivity2.act 

RobotSelect_c2 Robot2AskNewsCat.SS Robot2ReadNews.SS LeisureCheck.SE End ( 

Planning Time = 0.891432 seconds) 

Implementation: 

Activity RobotSelect_c2 pre-condition is not satisfied 

Re-planning: 

RobotSelect_c1 LeisureCheck.SS RobotlAskActivity.SS RobotSelect_c1 

UPactivity2.act 

RobotlAskNewsCat.SS RobotlReadNews.SS LeisureCheck.SE End (Planning Time = 

0.699647 seconds) 

Implementation: 

End

Case ig 

Planning: 

LeisureCheck.SS AskUPActivity.SS GetUserGeographicLocation GetUserLocation 

RobotSelect_c2 Robot2Query.SS AskUPActivity.SE EnsureUPactivityRun3.SS ~ 

GetWeather WeatherWarn.SS Robot2Query.SS WeatherWarn.SE 

EnsureUPactivityRun.SE LeisureCheck.SE End ( Planning Time = 19.802629 seconds) 

Implementation: 

Activity RobotSelect_c2 pre-condition is not satisfied 

Re-planning: 

RobotSelect_cl RobotlQuery.SS AskUPActivity.SE EnsureUPactivityRun3.SS 

GetW eather 

WeatherWarn.SS RobotlQuery.SS WeatherWarn.SE EnsureUPactivityRun.SE ~ 

LeisureCheck.SE End ( Planning Time = 4.628042 seconds) 

Implementation: 

End

Case 111 

Planning: 

GetUserLocation AskUPActivity.SS RobotSelect_c2 

AskUPActivity.SE End (Planning Time = 0.524003 seconds)

Robot2Query.SS
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Implementation: 

Activity RobotSelect_c2 pre-condition is not satisfied 

Re-planning: 

 RobotSelect_cl RobotlQuerg.SS AskUPActivitg.SE End ( Planning Time = 0.225442 

seconds) 

Implementation: 

A new goal LeisureFLG = 1 is added from running activity AskUPActivitg.SE 

Re-planning: 

EnsureUPactivityRun3.SS GetUserGeographicLocation GetWeather ~ 

W eatherW arn. SS Robot lQuerg. SS W eatherW arn. SE EnsureUPactivityRun. SE 

LeisureCheck.SE End ( Planning Time = 1.102279 seconds) 

Implementation: 

End

Case li 

Planning: 

GetUserLocation RobotSelect_c2 LeisureCheck.SS Robot2AskActivitg.SS 

UPactivitg2.act 

RobotSelect_c2 Robot2AskNewsCat.SS Robot2ReadNews.SS LeisureChech.SE End ( 

Planning Time = 0.925987 seconds) 

Implementation: 

Activity RobotSelect_c2 pre-condition is not satisfied 

Re-planning: 

RobotSelect_c1 LeisureCheck.SS RobotlAskActivitg.SS RobotSelect_cl 

UPactivitg2.act 

RobotlAskNewsCat.SS RobotlReadNews.SS LeisureCheck.SE End ( Planning Time = 

0.689016 seconds) 

Implementation: 

Activity UPactivitg2.act pre-condition is not satisfied 

Re-planning: 

UPactivitg3.act GetUserGeographicLocation GetWeather RobotlWeatherWarn.SS 

LeisureCheck.SE End ( Planning Time = 0.211590 seconds) 

Implementation: 

End

Case 2a 

Planning: 

BackHomePrepService.SS GetUserLocation RobotSelect_c2 GetMessages
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 MsgReportService.SS Robot2Query.SS MsgReportService.SE AskShower.SS 

Robot2Query.SS AskShower.SE 

EnsureUPactivityRun.SE BackHomePrepService.SE End ( Planning Time = 5.891321 

seconds) 

Implementation: 

Activity RobotSelect_c2 pre-condition is not satisfied 

Re-planning: 

RobotSelect_cl AskShower.SS RobotlQuery.SS GetMessages AskShower.SE 

MsgReportService.SS EnsureUPactivityRun.SE RobotlQuery.SS 

MsgReportService.SE BackHomePrepService.SE End ( Planning Time = 2.976437 sec-

onds) 

Implementation: 

Activity EnsureUPactivityRun.SE pre-condition is not satisfied 

Re-planning: 

EnsureUPactivityRun4.SS PrepBathService.SS EnsureUPactivityRun.SE 

RobotlQuerg.SS 

MsgReportService.SE BackHornePrepService.SE End ( Planning Time = 1.007859 seconds) 

Implementation: 

End

Case 2b 

Planning: 

BackHomePrepService.SS AskShower.SS GetMessages GetUserLocation 

RobotSelect_cl 

RobotlQuerg.SS AskShower.SE MsgReportService.SS RobotlQuerg.SS 

MsgReportService.SE BackHornePrepService.SE End ( Planning Time = 0.326603 sec-

onds) 

Implementation: 

A new goal EnsureUPactivityRunFLG = 1 is added from running activity BackHomePrepService.SE 

Re-planning: 

EnsureUPactivityRun4.SS PrepBathService.SS EnsureUPactivityRun.SE End ( 

Planning Time = 0.021350 seconds) 

Implementation: 

End

Case 2c 

Planning: 

BackHomePrepService.SS GetUserLocation RobotSelect_c2 GetMessages
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 MsgReportService.SS Robot2Query.SS MsgReportService.SE AskShower.SS 

Robot2Query.SS AskShower.SE 

EnsureUPactivityRun.SE BackHomePrepService.SE End ( Planning Time = 5.862680 

seconds) 

Implementation: 

Activity RobotSelect_c2 pre-condition is not satisfied 

Re-planning: 

RobotSelect_cl AskShower.SS RobotlQuery.SS GetMessages AskShower.SE 

MsgReportService.SS EnsureUPactivityRun.SE RobotlQuery.SS 

MsgReportService.SE BackHomePrepService.SE End ( Planning Time = 2.878341 sec-

onds) 

Implementation: 

Activity EnsureUPactivityRun.SE pre-condition is not satisfied 

Re-planning: 

RobotlQuery.SS MsgReportService.SE GetTimeCat GetMealType 

SearchFoodType.BT.N 

SearchFoodlngd.BT.N EnsureUPactivityRun5.SS FoodSuggest.SS ~ 

FoodlngdAvailb.BT.N 

ReadFoodSuggestion.SS RobotlQuery.SS ReadFoodSuggestion.SE FoodSuggest.SE 

EnsureUPactivityRun.SE BackHornePrepService.SE End ( Planning Time = 22.425772 

seconds) 

Implementation: 

Not enough ingredients 

Activity ReadFoodSuggestion.SS pre-condition is not satisfied

//A total of 7 backtrackings are performed to find a suitable breakfast suggestion where the ingredi-

ents are available based on ISS's knowledge. Average time spent is 2.535 seconds//

Re-planning: 

SearchFoodlngd.BT.E SearchFoodType.BT.N SearchFoodlngd.BT.N 

FoodlngdAvailb.BT.N 

ReadFoodSuggestion.SS RobotlQuery.SS ReadFoodSuggestion.SE FoodSuggest.SE 

EnsureUPactivityRun.SE BackHornePrepService.SE End ( Planning Time = 3.477976 

seconds) 

Implementation: 

End

Case 2d 

Planning: 

BackHomePrepService.SS AskShower.SS 

RobotSelect_cl

GetMessages GetUserLocation
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 RobotlQuery.SS AskShower.SE MsgReportService.SS RobotlQuery.SS 

MsgReportService.SE BackHomePrepService.SE End ( Planning Time = 3.728780 sec-

onds) 

Implementation: 

A new goal EnsureUPactivityRunFLG = 1 is added from running activity BackHomePrepService.SE 

Re-planning: 

GetTimeCat GetMealType EnsureUPactivityRun5.SS FoodSuggest.SS 

EnsureUPactivityRun.SE End ( Planning Time = 0.766165 seconds) 

Implementation: 

A new goal FoodFoundFLG = 1 is added from running activity FoodSuggest.SS 

Re-planning: 

SearchFoodType.BT.N SearchFoodlngd.BT.N FoodlngdAvailb.BT.N 

FoodFound.SS End ( Planning Time = 0.515529 seconds) 

Implementation: 

Not enough ingredients 

Activity FoodFound.SS pre-condition is not satisfied

//A total of 7 backtrackings are performed to find a suitable breakfast suggestion where the ingredi-

ents are available based on ISS's knowledge. Average time spent is 0.503 seconds//

Re-planning: 

SearchFoodlngd.BT.E SearchFoodType.BT.N SearchFoodlngd.BT.N 

FoodlngdAvailb.BT.N 

FoodFound.SS End ( Planning Time = 0.771768 seconds) 

Implementation: 

A new goal ReadFoodSuggestionFLG = 1 is added from running activity FoodFound.SS 

Re-planning: 

ReadFoodSuggestion.SS RobotlQuery.SS ReadFoodSuggestion.SE End (Planning Time = 

0.273511 seconds) 

Implementation: 

End

Case 3a 

Planning: 

WindowService.SE GetUserGeographicLocation EnvironrnentCheck.SS ~ 

LightService.SS GetWeather GetRoomTemp Light_on.SS LightService.SE 

RainyDayCheck.SE TempControlService3.SS 

Fan_on.SS TempControlService3.SE EnvironmentCheck.SE End ( Planning Time = 

14.548797 seconds) 

Implementation: 

Activity RainyDayCheck.SE pre-condition is not satisfied
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Re-planning: 

 RainyDayCheck.SS Clothesline_cl.SS TempControlService3.SS Fan_on.SS 

RainyDayCheck.SE TernpControlService3.SE EnvironrnentCheck.SE End (Planning 

Time = 1.793523 seconds) 

Implementation: 

End

Case 3b 

Planning: 

EnvironmentCheck.SS LightService.SS WindowService.SE Light_on.SS ~ 

LightService.SE 

GetRoomTemp TempControlService3.SS Fan_on.SS TempControlService3.SE 

EnvironmentCheck.SE End ( Planning Time = 4.888223 seconds) 

Implementation: 

A new goal RainyDayCheckFLG = 1 is added from running activity EnvironrnentChech.SE 

Re-planning: 

GetUserGeographicLocation GetWeather RainyDayCheck.SE End (Planning Time = 

0.367750 seconds) 

Implementation: 

Activity RainyDayCheck.SE pre-condition is not satisfied 

Re-planning: 

RainyDayCheck.SS Clothesline_cl.SS RainyDayCheck.SE End ( Planning Time = 0.355830 

seconds) 

Implementation: 

End

Case 4 

Planning: 

GetTimeCat GetUstate GetUactivity GetSleepTime SleepCheck.SE End (Planning 

Time = 0.701171 seconds) 

Implementation: 

Activity SleepCheck.SE pre-condition is not satisfied 

Re-planning: 

SleepCheck.SS LightService.SS Light_on.SS AlarmService.SS LightService.SE 

SleepCheck.SE End ( Planning Time = 1.039245 seconds) 

Implementation: 

End
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Appendix C: Device Specification for

Cases in Section 5. 2.4

    The following shows the assigned semantic annotations 

for the devices relevant to the case studies. Every assignment 

 ends with a semicolon (;). Assignment starts with property re-
lations, followed by objects and/or classes. For example, nt : 

hasservice, deviceRobot, RobotAskact; means deviceRobot 

is related to RobotAskact by nit : hasservice. There are two 

special properties, which are, : query and nit : CSP. 
: query means its following description is a query for the 

purpose of variable association. First, the variable and its query 
symbol is described. After the keyword query, are the queries sim-
ilar to SPARQL. For example, for : query, A, ?a, query, 

?a, isa, C;, first, variable A has a query symbol ?a. After 

the query keyword, ?a, isa, C is similar to SELECT ?a 

W HERE{?a isa C}. A will then be associated with the returned 

query result. 
nit : CSP means its following description is the activity 

description used for planning. It consists of Activity name, 

preconditions and effect. Precondition is enclosed in parentheses, 
while effect description starts after effect keyword.

Device 1:Robotl 
nit : hasservice, deviceRobot, RobotAskact; 

nt : hasservice, deviceRobot, RobotAskcha; 

nt : hasservice, deviceRobot, RobotAnnounce; 

nt : hasprecon, RobotAskact, RobotChoice; 
nt : hasprecon, RobotAskact, RobotChoiceknown; 

nt : hase f f eet, RobotAskact, RobotAns; 

nt : hasef f eet, RobotAskact, RobotAnsknown; 

nt : hasef f eet, RobotAskact, RobotAnsCat; 
nt : hasprecon, RobotAskcha, RobotChoice; 

nt : hasprecon, RobotAskcha, RobotChoiceknown ; 

nt : hase f f eet, RobotAskcha, RobotAns; 
nt : hasef f eet, RobotAskcha, RobotAnsknown; 

nt : hasef f eet, RobotAskcha, RobotAnsCat; 

nt : hasprecon, RobotAnnounce, MessagePortknown: 

nt : hasprecon, RobotAnnounce, MessageCatknown ; 
nt : hasprecon, RobotAnnounce, MessageCat; 

nt : hase f f eet, RobotAnnounce, RobotCat; 

: query, RobotChoice, ?a, query, 

?a, a, tb : RobotChoice; 
: query, RobotChoiceknown, ?a, query,

?a, a, tb : RobotChoice; 

: query, MessageCat, ?a, ?a, a, tb : MessageCat; 
: query, MessageCatknown, ?a, ?a, a, 

tb : MessageCat; 

: query, MessagePort, ?a, ?a, a, 

tb : MessagePort; 
: query, MessagePortknown , ?a, ?a, a, 

tb : MessageCat; 

rdf : type, MessageCat, e : statevariable; 

rdf : type, MessageCatknown, c : statevariable; 
rdf : type, MessageCat, tb : MessageCat; 

rdf : type, MessageCatknown , tb : MessageCat; 

rdf : type, RobotChoiceknown, C : statevariable; 

rdf : type, RobotChoice, e : statevariable; 
rdf : type, RobotChoiceknown, c : statevariable; 

rdf : type, RobotChoice, tb : RobotChoice; 

rdf : type, RobotChoiceknown , 

tb : RobotChoice; 
rdf : type, RobotAns, c : statevariable; 

rdf : type, RobotAns, tb : RobotAns; 

rdf : type, RobotAnsknown, e : statevariable; 

rdf : type, RobotAnsknown , tb : RobotAns; 
rdf : type, res_RobotAns, c : devicevariable; 

rdf : type, res_RobotAns, tb : res_RobotAns; 

rdf : type, RobotAnsC at, c : statevariable; 

rdf : type, RobotAnsCat, tb : RobotAnsCat; 
nt : CSP, RobotAskact, 

((RobotChoice = 1) A RobotChoiceknown), 
e f f ect, RobotAns := res_RobotAns, 

RobotAnsknown := true, 
RobotAnsCat := Ca_UPactivity; 

nt : CSP, RobotAskcha, 

((RobotChoice = 1) A RobotChoiceknown), 
e f f ect, RobotAns := res_RobotAns, 

RobotAnsknown := true, 

RobotAnsCat := Ca_UPchannel; 

nt : CSP, RobotAnnounce, 

(MessagePortknown A MessageCatknown), ef fect, 
RobotCat := MessageCat;

Device 2:TV 

nit : hasservice, devicetv, servicetvon;
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 nt : hasservice, devicetv, servicetvo f f ; 
nt : hasservice, devicetv, servicechangechannel; 

nt : hase f f ect, servicetvon, TV; 

nt : hase f f eet, servicetvon, TVchanged; 

nt : hase f f eet, servicetvo f f, TV; 
nt : hase f f ect, servicetvon, TVchanged; 

nt : hasprecon, servicechangechannel, UPchannelknown; 

nt : hasprecon, servicechangechannel, TV; 

nt : hasef f eet, servicechangechannel, TV channel; 
nt : hase f f ect, servicechangechannel, UPchannel; 

nt : hase f f eet, servicechangechannel, UPchannelknown; 

rdf : type, TV, e : devicevariable; 

rdf : type, TVchanged, e : devicevariable; 
rdf : type, TV channel, c : devicevariable; 

rdf : type, UPchannel, c : statevariable; 

rdf : type, UPchannelknown, c : statevariable; 

rdf : type, TV, tb : tv; 
rdf : type, TV, tb : bool; 

rdf : type, TVchanged , tb : tv; 

rdf : type, TVchanged , tb : bool; 
rdf : type, TV channel, tb : tvchannel; 

rdf : type, TV channel, tb : int; 

rdf : type, UPchannel, tb : UPchannel; 

rdf : type, UPchannel, tb : int; 
rdf : type, UPchannelknown, tb : UPchannel; 

rdf : type, UPchannel, tb : int; 

nt : islocatedat, devicetv, home : livingroom; 

nt : CSP, servicetvon, e f f ect, TV := true, 
TV-changed := true; 

nt : CSP, servicetvo f f, effect, TV := f alse, 

TVchanged := true; 

nt : CSP, servicechangechannel, 

(TV A UPchannelknown), 
e f f ect, TV channel := UPchannel; 

: query, UPchannelknown, ?a, query, ?a, a, 

tb : UPchannel;

Device 3:Robot2 

nt : hasservice, deviceRobot, RobotAskact; 

nt : hasservice, deviceRobot, RobotAskcha; 
nt : hasservice, deviceRobot, RobotAnnounce; 

nt : hasprecon, RobotAskact, RobotChoice; 

nt : hasprecon, RobotAskact, RobotChoiceknown; 

nt : hase f f eet, RobotAskact, RobotAns; 
nt : hase f f eet, RobotAskact, RobotAnsknown; 

nt : hase f f eet, RobotAskact, RobotAnsCat; 

nt : hasprecon, RobotAskcha, RobotChoice; 

nt : hasprecon, RobotAskcha, RobotChoiceknown; 
nt : hasef f eet, RobotAskcha, RobotAns; 

nt : hase f f eet, RobotAskcha, RobotAnsknown; 

nt : hase f f eet, RobotAskcha, RobotAnsCat; 

nt : hasprecon, RobotAnnounce, MessagePortknown: 
nt : hasprecon, RobotAnnounce, MessageCatknown; 

nt : hasprecon, RobotAnnounce, MessageCat;

nt : hasef f eet, RobotAnnounce, RobotCat; 
: query, RobotChoice, ?a, query, 

?a, a, tb : RobotChoice; 

: query, RobotChoieeknown, ?a, query, ?a, a, 

tb : RobotChoice; 
: query, MessageCat, ?a, ?a, a, tb : MessageCat; 

: query, MessageCatknown, ?a, ?a, a, 

tb : MessageCat; 

: query, MessagePort, ?a, ?a, a, 
tb : MessagePort; 

: query, MessagePort known , ?a, ?a, a, 

tb : MessageCat; 

rdf : type, MessageCat, e : statevariable; 
rdf : type, MessageCatknown, c : statevariable; 

rdf : type, MessageCat, tb : MessageCat; 

rdf : type, MessageCatknown, tb : MessageCat; 

rdf : type, RobotChoiceknown, c : statevariable; 
rdf : type, RobotChoice, c : statevariable; 

rdf : type, RobotChoiceknown, c statevariable; 

rdf : type, RobotChoice, tb : RobotChoice; 
rdf : type, RobotChoiceknown , 

tb : RobotChoice; 

rdf : type, RobotAns, e : statevariable; 

rdf : type, RobotAns, tb : RobotAns; 
rdf : type, res_RobotAns, e : devicevariable; 

rdf : type, res_RobotAns, tb : res_RobotAns; 

rdf : type, RobotAnsCat, c : statevariable; 

rdf : type, RobotAnsCat, tb : RobotAnsCat; 
nt : CSP, RobotAskact, 

((RobotChoice = 2) A RobotChoiceknown), 
e f f ect, RobotAnsres_RobotAns, 

RobotAnsknowntrue, 

RobotAnsCatCa_UPactivity; 
nt : CSP, RobotAskcha, 

((RobotChoice = 2) A RobotChoiceknown), 
e f f ect, RobotAnsres_RobotAns, 

RObOtAnsknowntrue, 
RobotAnsCatCa_UPchannel; 

nt : CSP, RobotAnnounce, 

(MessagePortknown A MessageCatknown), ef fect, 
RobotCat := MessageCat;

Device 4:Robot Select sub-service 

nt : hasservice, deviceRobotselect, RobotSelect; 
nt : hasprecon, RobotSelect, Ulocation; 

nt : hase f f eet, RobotSelect, RobotChoice; 

nt : hasef f eet, RobotSelect, RobotChoiceknown; 

rdf : type, Ulocation, c : statevariable; 
rdf : type, Ulocation, tb : Ulocation; 

rdf : type, Ulocationknown, e : statevariable; 

rdf : type, Ulocationknown, tb : Ulocation; 

rdf : type, RobotChoice, e : statevariable; 
rdf : type, RobotChoiceknown, c : statevariable; 

rdf : type, RobotChoice, tb : RobotChoice;

221



REFERENCES

 rdf : type, RobotChoiceknown, 
tb : RobotChoice; 

: query, Ulocation, ?a, query, 

?a, a, tb : Ulocation; 

: query, Ulocationknown, ?a, query, ?a, a, 
tb : Ulocation; 

nt : CSP, RobotSelect, (Ulocationknown), 

e f f ect, RobotChoice := res_RobotChoice, 

RobotChoiceknown := true;

Device 5: User Localization 

nt : hasservice, devicegetuserlocation, GetUserLocation: 

nt : hase f f eet, GetUserLocation, Ulocation; 
nt : hase f f eet, GetUserLocation, Ulocationknown; 

rdf : type, Ulocation, c : statevariable; 

rdf : type, Ulocation, tb : Ulocation; 

rdf : type, Ulocationknown, e : statevariable; 
rdf : type, Ulocationknown, tb : Ulocation; 

nt : CSP, GetUserLocation, e f f ect, 

Ulocation := res_Ulocation, 

Ulocationkn,o„,,o, := true;

Device 6: Garden Camera 

nt : hasservice, deviceCamGarden, CamGardenOn; 
nt : hase f f eet, CamGardenOn, CamGarden; 

nt : hase f f eet, CamGardenOn, CamGardenchanged; 

rdf : type, CamGarden, c : devicevariable; 

rdf : type, CamGarden, tb : CamGarden; 
rdf : type, CamGardenchanged , 

c : devicevariable; 

rdf : type, CamGardenehanged, 

tb : CamGarden; 
nt : CSP, CamGardenOn, e f f ect, 

CamGarden := true, 

CamGardenchan .ged := true;

Device 7: Car Porch Camera 

nt : hasservice, deviceCamcarporch, 

CamCarporchOn; 

nt : hase f f eet, CamCarporchOn, CamCarPorch: 
nt : hase f f eet, CamCarporchOn, 

CamCarPorehchanged; 

rdf : type, CamCarPorch, c : devicevariable; 

rdf : type, CamCarPorch, tb : CamCarPorch; 
rdf : type, CamCarPorchchanged , 

C : devicevariable; 

rdf : type, CamCarPorchchanged , 

tb : CamCarPorch; 
nt : CSP, CamCarporchOn, e f f ect, 

CamCarPorch := true, 

CamCarPorchchanged := true;

Device 8: User Response 

nt : hasservice, serviceGetResult, GetResultUPactivity;

nt : has service, serviceGetResult, GetResultUPchannel; 
nt : hasprecon, GetResultUPactivity, RobotAns; 

nt : hasprecon, GetResultUPactivity, RobotAnsknown; 

nt : hasprecon, GetResultUPactivity, RobotAnsCat; 

nt : hase f f eet, GetResultUPactivity, UPactivity; 
nt : hase f f eet, GetResultUPactivity, UPactivityknown; 

nit : hasprecon, GetResultUP channel , RobotAns; 

nt : hasprecon, GetResultUP channel , RobotAnsenown; 

nit : hasprecon, GetResultUP channel , RobotAnsCat; 
nit : hase f f eet, GetResultUP channel , UPchannel; 

nt : hase f f eet, GetResultUP channel , UP channel known; 

rdf : type, RobotAns, e : statevariable; 

rdf : type, RobotAns, tb : RobotAns; 
rdf : type, RobotAnsknown, c : statevariable; 

rdf : type, RobotAnsknown, tb : RobotAns; 

rdf : type, RobotAnsCat, e : statevariable; 

rdf : type, RobotAnsCat, tb : RobotAnsCat; 
rdf : type, UPactivity, e : statevariable; 

rdf : type, UPactivity, tb : UPactivity; 

rdf : type, UP activity known , e : statevariable; 
rdf : type, UPactivity known , tb : UPactivity; 

rdf : type, UP channel , e : statevariable; 

rdf : type, UP channel , tb : UPchannel; 

rdf : type, UPchannelknown, e : statevariable; 
rdf : type, UP channel known, tb : UPchannel; 

: query, RobotAnsCat, ?a, query, ?a, a, 

tb : RobotAnsCat; 

: query, RobotAns, ?a, query, 
?a, a, tb : RobotAns; 

: query, RobotAnsknown, ?a, query, 

?a, a, tb : RobotAns; 

nit CSP, GetResultUPactivity, (RobotAnsknown A 

(RobotAnsCat A Ca_UPactivity)), e f f ect, 
UPactivity := RobotAns, 

UPactivityknown := true; 

nit CSP, GetResultUPchannel, (RobotAnsknown A 

(RobotAnsCatz A Ca_UPchannel)), e f f ect, 
UPactivity := RobotAns, 

UPactivityknown := true;

Device 9: Video Port of Garden Camera 

nt : hasservice, deviceCamGardenPort, 

CamGardenPort; 

nt : hasprecon, CamGardenPort, CamGarden; 
nt : hasprecon, CamGardenPort, CamGardenehanged; 

nt : hase f f eet, CamGardenPort, CAMGardenPort; 

nit : hase f f eet, CamGardenPort, 

CAMGardenPortknown; 
nt : hase f f eet, CamGardenPort, CAMGardenCat; 

nt : hase f f eet, CamGardenPort, CAMGardenCatknown; 

rdf : type, CamGarden, c : statevariable; 

rdf : type, CamGardenchanged, 
e : statevariable; 

rdf : type, CAMGardenPort, c : devicevariable;
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 rdf : type, CAMGardenPortknown, 
c : devicevariable; 

rdf : type, CAMGardenCat, c : statevariable; 

rdf : type, CAMGardenCatknown, 

c : statevariable; 
rdf : type, CamGarden, tb : CamGarden; 

rdf : type, CamGardenchanged, 

tb : CamGarden; 

rdf : type, CAMGardenPort, 
tb : CAMGardenPort; 

rdf : type, CAMGardenPortknown, 

tb : CAMGardenPort; 

rdf : type, CAMGardenPort, tb : VideoPort; 
rdf : type, CAMGardenPortknown, 

tb : VideoPort; 

nt : isFlag, CAMGardenPortknown, CAMGardenPort; 

rdf : type, CAMGardenCat, 
tb : CAMGardenCat; 

rdf : type, CAMGardenCatknown, 

tb : CAMGardenCat; 
rdf : type, CAMGardenCat, tb : VideoCat; 

rdf : type, CAMGardenCatknown, 

tb : VideoCat; 

nt : isFlag, CAMGardenCatknown, CAMGardenCat; 
: query, CamGarden, ?a, query, 

?a, a, tb : CamGarden; 

: query, CamGardenchanged, ?a, query, ?a, a, 

tb : CamGarden; 
nt : CSP, CamGardenPort, 

(CamGarden A CamGardenehanged ), effect, 
                                      CAMGardenPort := C_CAMGardenPort, 

CAMGardenPortknown := true, 

CAMGardenCat := C_CAMGardenCat, 
CAMGardenCatknown := true;

Device 10: Video Port of Car Porch Camera 
nt : hasservice, deviceCAMCarporchPort, 

CAMCarporchPort; 

nt : hasprecon, CAMCarporchPort, CamCarPorch: 

nt : hasprecon, CAMCarporchPort, 

CamCarPorchchanged; 
nt : hasef f eet, CAMCarporchPort, 

CAMCarPorchPort; 

nt : hasef f eet, CAMCarporchPort, 

C AMC arPorchPortknown; 
nt : hasef f eet, CAMCarporchPort, 

CAMCarPorchCat; 

nt : hasef f eet, CAMCarporchPort, 

CAMCarPorchC at known; 
rdf : type, CamCarPorch, e : statevariable; 

rdf : type, CamCarPorchchanged, 

e : statevariable; 
rdf : type, CAMCarPorchPort, 

e : devicevariable;

rdf : type, CAMCarPorchPortknown, 
C : devicevariable; 

rdf : type, CAMCarPorchCat, e : statevariable; 

rdf : type, CAMCarPorehC at known, 

C : statevariable; 
rdf : type, CamCarPorch, tb : CamCarPorch; 

rdf : type, CamCarPorchchanged, 

tb : CamCarPorch; 

rdf : type, CAMCarPorchPort, 
tb : C AMC arPorchPort; 

rdf : type, C AMC arPorchPortknown, 

tb : CAMCarPorchPort; 

rdf : type, CAMCarPorchPort, tb : VideoPort; 
rdf : type, CAMCarPorchPortknown, 

tb : VideoPort; 

rdf : type, C AMC arPorchCat, 

tb : CAMCarPorchCat; 
rdf : type, CAMCarPorehC at known, 

tb : C AMC arPorchCat; 

rdf : type, CAMCarPorchCat, tb : VideoCat; 
rdf : type, CAMCarPorehC at known, 

tb : VideoCat; 

: query, CamCarPorch, ?a, query, ?a, a, 

tb : CamCarPorch; 
: query, CamCarPorchchanged, ?a, query, ?a, a, 

tb : CamCarPorch; 

nit CSP, CAMCarporchPort, (CamCarPorch A 

CamCarPorchchanged ), e f f ect, 

CAMCarPorchPort := C_C AMC arPorchPort, 
CAMCarPorchPortknown := true, 

C AMC arPorchCat := C_C AMC arPorchCat, 

CAMCarPorchCatknonj,, := true;

Device 11: Message Store 

nit : hasservice, deviceMessage, GetMessages; 

nit : hasef feet, GetMessages, MessagesNum; 
nt : hasef f eet, GetMessages, 

MessagesNumknown; 

rdf : type, MessagesNum, e : statevariable; 

rdf : type, MessagesNumknown, 
C : statevariable; 

rdf : type, MessagesNum, tb : MessagesNum; 

rdf : type, MessagesNumknown, 

tb : MessagesNum; 
nit : CSP, GetMessages, e f f ect, 

MessagesNum := res_MessagesNum, 

MessagesNumknown := true;

Device 12: Message Service 

nt : hasservice, deviceMsgService, MsgService; 

nit : hasprecon, MsgService, MessagesNum; 

nt : hasprecon, MsgService, MessagesNumknown: 
nit : hasef feet, MsgService, MessagePort; 

nt : hase f f ect, MsgService, MessagePortknown;
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 nt : hase f f ect, MsgService, MessageCat; 
nt : hase f f ect, MsgService, MessageCatknown; 

rdf : type, MessagesNum, c : statevariable; 

rdf : type, MessagesNumknown, 

c : statevariable; 
rdf : type, MessagePort, c : devicevariable; 

rdf : type, MessagePortknown, 

c : devicevariable; 

rdf : type, MessageCat, c : statevariable; 
rdf : type, MessageCatknown, C : statevariable; 

rdf : type, MessagesNum, tb : MessagesNum; 

rdf : type, MessagesNumknown, 

tb : MessagesNum; 
rdf : type, MessagePort, tb : MessagePort; 

rdf : type, MessagePortknown, 

tb : MessagePort; 

rdf : type, MessageCat, tb : MessageCat; 
rdf : type, MessageCatknown, tb : MessageCat; 

: query, MessagesNum, ?a, query, ?a, a, 

tb : MessagesNum; 
: query, MessagesNumknown, ?a, query, ?a, a, 

tb : MessagesNum; 

nt : CSP, MsgService, 

((MessagesNum > 0) A MessagesNumknown), 
e f f ect, MessagePortknown := true, 

MessagePort := C_MessagePort, MessageCatknown := 

true, MessageCat := C_MessageCat;

Device 13: Activity Selection Service 

nt : hasservice, serviceActivity, EnsureActivity; 

nt : hasservice, serviceActivity, PrepBathService; 

nt : hasprecon, EnsureActivity, UPactivity; 
nt : hasprecon, EnsureActivity, UPactivityknown ; 

nt : hasprecon, EnsureActivity,TVchannel; 

nt : hasprecon, EnsureActivity, UPchannelknown; 

nt : hasprecon, EnsureActivity, UPchannel; 
nt : hase f f eet, EnsureActivity, EnsureActivityFLG; 

nt : hasprecon, PrepBathService, UPactivity; 

nt : hasprecon, PrepBathService, UPactivityknown ; 

nt : hasprecon, PrepBathService, BathOperation; 
nt : hasef f eet, PrepBathService, 

PrepBathServiceFLG; 

rdf : type, UPactivity, c : statevariable; 

rdf : type, UPactivityknown, c : statevariable; 
rdf : type, TV channel, c : statevariable; 

rdf : type, UPchannelknown, c : statevariable; 

rdf : type, UPchannel, c : statevariable; 

rdf : type, EnsureActivityFLG, c : statevariable; 
rdf : type, PrepBathServiceFLG, 

c : statevariable; 

rdf : type, BathOperation, c : statevariable; 

rdf : type, UPactivity, tb : UPactivity; 
rdf : type, UP activity known , tb : UPactivity; 

rdf : type, TV channel, tb : tvchannel;

rdf : type, UPchannelknown, tb : UPchannel; 
rdf : type, UPchannel, tb : UPchannel; 

rdf : type, EnsureActivityFLG, 

tb : EnsureActivityFLG; 

rdf : type, PrepBathServiceFLG, 
tb : PrepBathServiceFLG; 

rdf : type, BathOperation, 

tb : BathOperationFLG; 

: query, UPactivity, ?a, query, ?a, a, 
tb : UPactivity; 

: query, UPactivityknown, ?a, query, ?a, a, 

tb : UPactivity; 

: query, TV channel , ?a, query, 
?a, a, tb : tvchannel; 

: query, UPchannel, ?a, query, 

?a, a, tb : UPchannel; 

: query, UPchannelknown, ?a, query, ?a, a, 
tb : UPchannel; 

: query, BathOperation, ?a, query, ?a, a, 

tb : BathOperation; 
nt : CSP, EnsureActivity, 

(UPactivityknown A ((UPactivity = C_bath) 
BathOperation) A 

((UPactivity = C_WatchTV) -i ((TV channel 
= UPchannel) A UPchannelknown))), e f f ect, 

EnsureActivityFLG := true; 

nt : CSP, PrepBathService, (UPactivityknown A 

((UPactivity = C_bath) -i BathOperation)), 
e,f f ect, PrepBathServiceFLG := true;

Device 14: Bath Preparation Service 

nt : hasservice, operationBathOp, BathOp; 
nt : hasef f eet, BathOp, BathOperation; 

rdf : type, BathOperation, c : statevariable; 

rdf : type, BathOperation, tb : BathOperation; 

nt : CSP, Bathop, e f f ect, BathOperation := true;

Device 15: User Geographic Localizer 

nt : hasservice, deviceGPS, GetUserGeographic 

nt : hasef f eet, GetUserGeographicLocation, 

UgeoLocation; 
nt : hasef f eet, GetUserGeographicLocation, 

UgeoLocationknown ; 

rdf : type, UgeoLocation, c : statevariable; 
rdf : type, UgeoLocationknown, 

tb : statevariable; 

rdf : type, UgeoLocation, c : UgeoLocation; 

rdf : type, UgeoLocationknown, 
tb : UgeoLocation; 

nt : CSP, GetUserGeographicLocation, e f f ect, 

UgeoLocation := res_UgeoLocation, 

UgeoLocationknown := true;

Device 16: TV Stream

Location;
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 nt : hasservice, DeviceTv Streaming  ,TV_Stream; 
nt : hasprecon, TV_Stream, TV; 

nt : hasprecon, TV _Stream, TVchanged; 

nt : hasprecon, TV _Stream, videoPort; 

nt : hasprecon, TV _Stream, videoPortknown; 
nt : hasprecon, TV _Stream, videoCat; 

nt : hasprecon, TV _Stream, videoCatknown; 

nt : hase f f eet, TV _Stream, TVCat; 

nt : hase f f ect, TV _Stream, TVCatknown ; 
rdf : type, TV, c : statevariable; 

rdf : type, TVchanged, c : statevariable; 

rdf : type, videoPort, c : statevariable; 

rdf : type, videoPortknown, c : statevariable; 
rdf : type, videoCat, c : statevariable; 

rdf : type, videoCatkno,,,n, c : statevariable; 

rdf : type, TVCat, c : statevariable; 

rdf : type, TVCatknown , c : statevariable; 
rdf : type, TV, tb : tv; 

rdf : type, TVchanged , tb : tv; 

rdf : type, videoPort, tb : VideoPort; 
rdf : type, videoPort known, tb : VideoPort; 

rdf : type, videoCat, tb : VideoCat; 

rdf : type, videoCat known , tb : VideoCat; 

rdf : type, TVCat, tb : TVCat; 
rdf : type, TVCatknown,tb : TV Cat; 

: query, TV, ?a, query, ?a, a, tb : tv; 

: query, TVchanged, ?a, query, ?a, a, tb : tv; 

: query, videoCat, ?a, videoPort, ?b, query, 
?a, a, tb : VideoCat, ?b, a, tb : VideoPort, 

?a, isVariableto, ?c, ?b, isVariableto, ?c; 

: query, videoCat known , ?a, videoPort known , ?b, query, 

?a, a, tb : VideoCat, ?b, a, tb : VideoPort, 
?a, isVariableto, ?c, ?b, isVariableto, ?c; 

nt : CSP, TV _Stream, (TV A TV-changed A 

videoPortknown A videoCatknown ), e f f ect, 

TVCat := videoCat, TVCatknown := true;

Other Devices: 

Other devices include light, doors, vents and 

each consists of on/off or open/close services.

win dows, where
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