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Chapter 1

Introduction

1.1 Background

Satellite attitude control is crucial for smooth, effective execution of space missions.

Thrusters, spin stabilization, momentum wheels, reaction wheels (RWs), control moment

gyros (CMGs), solar sails, magnetic torques, gravity gradient stabilization, and other

mechanisms have been designed for this purpose.

In spin stabilization, the satellite is rotated about one axis to generate a gyroscopic

effect, stabilize the other two axes, and prevent attitude deviation. In a bias momentum

mechanism such as a momentum wheel for three-axis stabilization, a large momentum

wheel is rotated about one axis to obtain gyro rigidity for one axis without rotating the

entire satellite, and a separate attitude control mechanism is then necessary for the other

two axes. For three-axis attitude control in a satellite, it is therefore desirable to use a

zero-momentum three-axis stabilization system. The most typical system of this type

in satellites is thruster attitude control. Most systems of this type are monopropellant

thrusters, in which the liquid propellant is released from a pressurized tank by a regulator

valve and expelled via a nozzle, or fuel is sprayed from a pressurized tank onto a catalyst

for decomposition followed by ejection from a nozzle, thus generating a reaction force on

the satellite. As an alternative, attitude control may employ bipropellant thrusters, in
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which the reaction product of fuel and an oxidizer are ejected from a nozzle. These fuel-

and propellant-based thrusters can exert high torque, but the finite quantity of available

fuel or propellant limits the number of times they can be fired without replenishment,

and inevitably curtails missions involving their periodic firing where replenishment is

difficult given the absence of gas stations in space.

Unlike thruster actuators, RWs, CMGs, and other angular momentum exchange actu-

ators cannot induce translational motion and therefore cannot be used for orbit control.

Even for rotational motion, their output torque is much smaller than that of thrusters.

On the other hand, they are powered by electrical energy, which can be constantly re-

plenished by generation from sunlight as long as the satellite’s solar cell panels do not

degrade or fail, making it possible for them to operate for years on end. This allows

long-term satellite missions, and plays an essential role in achieving high satellite cost-

performance.

A CMG generates torque by moving a gimbal about an axis perpendicular to the

angular momentum vector of a flywheel rotating at a given speed. Both CMGs and RWs

are angular exchange actuators, but a CMG can generate higher output torques than an

RW because it uses separate motors for exchanging and maintaining angular momentum.

CMGs can be classified into single-gimbal CMGs (SGCMGs) or double-gimbal CMGs

(DGCMGs), based on the number of steering gimbals per gyro. By the turn of the

century, many basic studies on SGCMGs [1–8] and DGSMGs [9–16] had shown that

singularities presented a major problem for operational attitude control by both types of

CMG systems. If a CMG system enters a state of singularity, the required torque can no

longer be generated and attitude control fails. Various means of solving this problem have

been considered. One, which is analogous to RW unloading, involves the use of different

attitude control devices. The other is to increase the number of attitude control units,

and thus increase the number of operating CMGs, until it is sufficient to prevent the

occurrence of any singularities. It was found that the problem could be resolved by using

six SGCMGs or four DGCMGS [17], and this solution was adopted for CMG operation

on spacecraft with missions requiring high agility, such as the Hubble Space Telescope,
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and on large space structures such as the International Space Station (ISS) and the MIR.

For SGCMGs in particular, however, the large number required to avoid singularities in

satellite attitude control translates to a significant reduction in the satellite’s maximum

payload capacity. Many studies have therefore focused on new methods of singularity

avoidance in SGCMGs [18–25], and since the year 2000 or so, this has led to the proposal

of new CMG system, based on variable-speed control moment gyros (VSCMGs), in which

flywheel rotation can be varied as needed, in contrast to classical fixed-speed flywheels.

VSCMGs therefore became a focus of interest for Prof. Schaub and his group, and many

other researchers, and were the subject of many studies [26–32].

Research on CMGs began relatively late in Japan, with studies first by Kurokawa

[33–35] and then by Omagari and Matunaga [36], Nanamori et al. [37, 38], Yamada et

al. [39–42], Takada and Kojima [43], Takada et al. [44], Nanamori and Takahashi [45], and

others, and have begun to yield important advances in concepts, methods and analysis.

At present, however, organizations in other countries still retain a substantial lead over

those in Japan with regard to CMG research. For Japan, as a late starter, the area

of concentration that is most promising for research and development with respect to

CMG technology in the time ahead is SGCMG attitude-control systems, for two following

reasons. The first is the higher level of torque that can be generated by SGCMGs than

by DGCMGs such as those on the ISS, due to the absence of torque loss in an outer or

inner gimbal. The second is the lower complexity and weight of a four-SGCMG array

than a four DBCMG array, which can avoid singularities and other problems and thus

provide high stability, but at the cost of a substantial increase in mechanism complexity

and weight.

However, with a focus on attitude control using SGCMGs, simply increasing the

number of SGCMGs in the array to a level sufficient to render the singularity problem

negligible would increase the weight of the array and thus lower the maximum payload

capacity of the satellite.

It is therefore desirable to obtain reliable three-axis satellite attitude control with

the smallest possible number of SGCMGs. Placing each of four SGCMGs at an angle of
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54.73 deg from the apex of a common pyramid results in a spherical envelope of maxi-

mum angular momentum for the CMG system, thereby maintaining three-dimensional

angular momentum isotropy, and is therefore desirable for the three-axis attitude control

system. This configuration of four SGCMGs in a pyramidal array (a 4-SGCMG pyramid

array) can provide the high torque needed for rapid changes in attitude with a relatively

small number of CMGs in large satellites, while reducing system weight and yielding a

corresponding increase in satellite payload capacity. The increase in payload capacity

represents an increase in the permissible range of size and weight of onboard observa-

tional instruments and other equipment, and thus in their capabilities and functionality.

The 4-SGCMG pyramid-array configuration therefore holds the potential to enable mis-

sions with large instrument payloads requiring high agility, and can play a key role in

the advancement of space exploration and development.

Another subject of growing interest in recent years is the H∞ (robust) control theory

that was developed and finalized in the 1980s by Francis [46], Glover and Doyle [47],

Doyle et al. [48], and others, and its application to CMGs [49–51]. Until its advent,

modern control theory had simply presumed precise models, and thus precluded guaran-

tees relating to model error. With H∞ control, it became possible to guarantee control

performance even if the model was not precisely identified. It has now become a focus of

interest as a practical robust-control theory. Beginning in the 1990s, many studies have

emerged on both linear H∞ [52–55] control and nonlinear [56–59] H∞ control, and its

application to CMGs may lead to new advances in control performance.

Vibration control is also crucial. Studies drawing on the findings of longstanding

research on attitude control in satellites with flexible structures [60–63] have recently

focused on the application of CMGs to vibration control in flexible structures [64–66]

and related considerations. Extension of this research to four-gimbal CMG pyramid

arrays can be expected to open the way for important new advances in space exploration

and development.
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1.2 Related Studies

1.2.1 Studies on singularities

Wie’s research group proposed a gimbal steering control law for a singularity-robust

method of resolving the singularity problem [20–23]. It avoids states of singularity by

imposing a small torque error on the control torque whenever the current state is near

a singularity until the state has escaped from that region. Schaub and Junkins [24]

and MacMahon and Schaub [25] proposed a local-gradient method based on a null-

motion gimbal steering control law to resolve the singularity problem. To avoid states of

singularity, it determines the appropriate gimbal steering for diversion from singularities

without generating torque, based on the gradient of a local evaluation function. Both

are excellent methods for singularity avoidance, and these studies have formed a major

foundation for more recent research on the singularity problem in SGCMGs [67–69].

1.2.2 CMG steering mechanism

Two-SGCMG steering

Past studies [70–77] on RWs concerning the two-torque problem in three-RW systems

showed that if one of the three RWs failed, attitude control could still be accomplished

using just the two torques of the remaining RWs. For four-SGCMG systems, moreover,

Kwon et al. considered the two-torque problem with just two normally steering CMGs,

and investigated the performance of three-axis control using two of four parallel GMGs

[78].

Variable-speed CMGs

McMahon and Schaub studied pyramid arrays of four variable-speed SGCMGs (VS-

SGCMGs) [25], proposed a steering control law that transitioned from a CMG mode

to an RW mode to avoid singularities and return to the target state more quickly than

classical CMGs, and showed the effectiveness of this steering control law using numerical
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simulations.

Yoon and Tsiotras studied VSCMGs [28, 32] with power tracking [79]. The power

tracking method is based a form of energy recycling with a variable flywheel, in which

excess power is used to increase the RW rotational speed and thus store energy, which

is then released when power is insufficient.

Scissored-pair CMGs

Steyn investigated a control law for transition between CMG and RW systems using

scissored-pair CMGs [80], and proposed a gimbal steering law for control that attains the

target state in near-minimum time by transition between a CMG system that outputs

a large torque and an RW system that outputs a small torque in accordance with the

circumstances.

1.2.3 H∞ control for CMGs and vibration control

Yamamoto and Shimomura studied H∞ control of an RW system using a linear

parameter-varying (LPV) model [49], used that study as the basis for a study [51] on H∞

control of a variable-speed DGCMG again using an LPV model, and performed numerical

simulation that showed the proposed controller was superior to existing controllers based

on Lyapunov functions.

Abbas et al. [48] conducted a study on a controller with H∞ control using an LPV

model for a DGCMG(s), and showed experimentally that the proposed LPV controller

was superior to existing linear time-invariant controllers.

Ford and Hall [64] conducted a study on vibration control with three SGCGMs,

proposed a controller based on Lyapunov functions for this purpose, and showed its

effectiveness by numerical simulations.

Edo et al. [65, 66] performed studies on active vibration control for hung structures

with a double-gimbal CMG, constructed a multi-input multi-output control system using

H2/H∞ control by H2 control and LMI optimization, proposed a DGCMG controller,
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and showed its effectiveness experimentally.

1.2.4 Problems with prior results and research objectives of

this study

This subsection describes three problems to resolve for application of the results of

prior studies to advancement of 4-SGCMG pyramid-array systems technology in Japan,

together with the research objectives of the present study.

Increasing the fault tolerance of CMG systems

CMGs can output higher torque than RWs because separate motors are used for

exchange and maintenance of the CMG angular momentum. This means, however, that

more mechanical parts are required in CMG systems than in RW systems, which in turn

means there are more sites of potential failure. If a CMG component fails in space it

cannot be immediately repaired and its role in the mission would be finished. CMG

failure is a high-risk event that may directly lead to mission failure. For a pyramid array

of four SGCMGs as the minimum number required for stable three-axis attitude control,

it is therefore essential to provide for cases in which not all four are functioning normally.

Kwon et al. [78] investigated three-axis control using two parallel CMGs in a 4-

SGCMG array, but no studies have been reported on three-axis attitude control using

two CMGs that are in a pyramid array and therefore cannot provide direct torque output

in a single axial direction.

Further increasing high-torque output to reach target attitude in minimum

time

The singularity-robust [20–23] and null motion-based local-gradient [24,25] methods,

as described above, can both provide effective singularity avoidance and therefore may

be considered for application to the 4-SGCMG pyramid-array configuration, in which the

CMG singularity problem must always be confronted. Neither of these methods, however,
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is conducive to attaining the target state in the minimum time. In the singularity-robust

method, the need for continuous generation of the perturbation torque in order to avoid

a singularity state in effect excludes application of a control torque for direct attain-

ment of the target state and thereby tends to prevent its attainment in the minimum

time. The local-gradient method based on null motion harbors the risk of entry into

an even graver singularity state if the gimbal steering itself is controlled by the gradient

method. For Japan, as a latecomer, the imperative in CMG technology advancement is

to develop a gimbal steering control method for 4-SGCMG pyramid-array systems that

resolves these problems and enables minimum-time target attainment while ensuring sin-

gularity avoidance, rather than continuing to focus on the proposal of explicit methods

for singularity-avoidance gimbal steering control.

In contrast to classical CMGs, in which the skew angle is fixed at 54.73 deg in order to

obtain a spherical angular-momentum envelope and thus facilitate three-dimensionally

isotropic angular momentum, the variable skew angle of adaptive-skew CMGs (ASCMGs)

enables departure from the spherical envelope by its expansion or contraction in the

desired direction, so as to obtain high output torque and rapid attitude control. In this

sense, ASCMG systems may be regarded as intermediate between SGCMG and DGCMG

systems. The greatest advantage of ASCMG systems is that they can generate torque

that is higher than previously possible with essentially the same components as classical

fixed-skew angle CMG systems simply by incorporating a variable steering unit, with no

need to adopt high-performance motors or raise the maximum gimbal angular velocity

to increase flywheel angular momentum.

To bring ASCMG systems to reality, it will be necessary to design appropriate mech-

anisms and steering control laws that address the limitations specific to those systems.

Vibration control for flexible structures

With the achievement of high output torque, thus resolving the second of the three

problems, the 4-SGCMG pyramid array will become capable of providing attitude control

in larger-scale spacecraft, and vibration control, which is the third problem, will then

8



take on new importance. With increasing satellite size, the flexible component structures

increase in weight and number. Excitation of vibration in these structures by attitude

control maneuvers would then become too substantial to be disregarded, and effective

vibration control is therefore essential.

A 4-SGCMG pyramid array composed of single-gimbal VSCMGs, in which constant-

speed SGCMG flywheels have been converted to variable-speed flywheels, may be used for

this purpose. Unlike the use of a variable-speed flywheel for energy recovery as proposed

by Yoon and Tsiotras [79] or for singularity avoidance as proposed by McMahon and

Schaub [25], the VSCMGs in this pyramid array enable its use as a classical CMG system

capable of high torque output when distant from the target state and as an RW system

with low torque output when near the target state, with a gimbal steering law that

selects the degree of output torque in accordance with the relevant conditions. Simply

using VSCMGs for the four SGCMGs in the pyramid array, however, will not in itself

enable effective control of vibration of the satellite’s flexible structures. It will also be

necessary to formulate the relevant properties of these structures, design the controller

on that basis, determine the extent of vibrational modes to be targeted, and guarantee

a level of robustness with that degree of control. In all of this, the performance in

regard to attaining the target satellite attitude must be borne in mind. This requires

not only VSCMG control and but also the design of a controller that can determine

the command torque that simultaneously meets multiple control objectives. A controller

design incorporating H∞ control theory is therefore desirable.

The studies noted until now that are relevant to this objective include those by Prof.

Shimomura and his group [49, 51] and Abbas et al. [50] for the design of controllers

using H∞ control theory for CMG systems that do not address the question of flexible

structures, and by Ford and Hall [64] for vibration control using three SGCMGs with

a controller based on Lyapunov functions. The previously noted studies by Edo et

al. [65,66] on controller design incorporate H∞ control theory for one-DGCMG systems

that include consideration of flexible structures, rather than for control of the 4-SGCMG

pyramid arrays that are the focus of the present research. In short, no prior studies have

9



considered a 4-SGCMG pyramid array composed of VSCMGs that incorporates H∞

control theory for vibration control.

1.3 Research Objectives

The objectives of this research are to establish a method of CMG system control

that varies the control components of a 4-SGCMG pyramid-array system, and to achieve

the concomitant objectives of designing the following three control laws to resolve the

three problems considered particularly important at the present stage of 4-SGCMG

system development. The design of these laws and the effectiveness of the control law

for transition between control components are described in this dissertation.

• A steering control law for a 4-SGCMG pyramid-array system that enables three-

axis attitude control with just two of its opposing CMGs and thereby increasing

its fault tolerance.

• A steering control law for ASCMGs, in which the skew angle is variable, to achieve

a shorter time to settling and stabilization at the target attitude in comparison

with classical fixed-skew CMGs.

• A steering control law incorporating H∞ control theory for a VSCMG pyramid

array with variable wheel speed, that includes consideration of uncertainty in wheel

speed variation and vibration of flexible structures, allowing this SCMG system to

provide effective vibration control for large flexible space structures.

1.4 Thesis Organization

Achievement of the research objectives is described in the following order.

Chapter 2 Spacecraft Attitude Maneuver using Two Single-Gimbal Control

Moment Gyros
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This chapter describes the achievement of increased fault tolerance in the 4-SGCMG

pyramid-array system through solution of the two-torque problem using CMGs with

variable gimbal angles in the steering component. A gimbal steering control law is also

proposed for three-axis control by two of the four pyramid-array CMGs, as illustrated

by the case of failure in the other two CMGs, and the effectiveness of the control law is

verified by numerical simulations.

Chapter 3 Gain-Scheduled Steering Control Law for Adaptive Skew Pyramid-

type CMG

Chapter 3 describes the achievement of a further increase in torque output in the 4-

SGCMG pyramid-array system for attainment of the target state in the minimum time

through adoption of a variable skew angle, rather than the fixed skew angle of classical

configurations. This enables expansion or contraction of the angular momentum envelope

in the desired direction. In addition, a gimbal/skew steering control law is proposed that

considers the skew angle as part of the steering unit to obtain CMGs capable of high

output torque, and its validity is verified by numerical simulations.

Chapter 4 LMI-based Control Law for Variable-Speed Control Moment Gyros

in Flexible Spacecraft

Chapter 4 describes the control of vibration-inducing excitation of flexible structures

by the high-torque output of the 4-SGCMG pyramid-array system. A gimbal-wheel

steering control law is proposed for selection between high and low torque output in ac-

cordance with the relevant conditions. The adoption of high-torque CMGs as attitude-

control devices for large spacecraft is considered through incorporation of variable-speed

rather than fixed-speed flywheels in the steering unit. In addition, an LMI-based con-

troller is proposed to provide a torque command satisfying the performance requirements

for both attitude control and vibration. The effectiveness of the proposed steering control

law and controller is verified by numerical simulations.

Chapter 5 Conclusions Chapter 5 summarizes the research efforts and the results

obtained.

11



In summary, the present chapter outlines the context of the research presented in

this dissertation in terms of past progress in satellite attitude control methods and then

considers the attitude control mechanisms proposed here for operation of the large satel-

lites that will be required for further advances in space exploration, the need for CMGs

that function as angular momentum exchange actuators, the problems remaining to be

solved. It also describes the overall organization of this dissertation.
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Chapter 2

Spacecraft Attitude Maneuver using

Two Single-Gimbal Control Moment

Gyros

In this chapter, arbitrary rest-to-rest attitude maneuver problems for a satellite using

two single-gimbal control moment gyros (2SGCMGs) are considered. Although single-

gimbal control moment gyros are configured in the same manner as the traditional

pyramid-array CMG, only two CMGs are assumed to be available. Attitude maneu-

ver problems are similar to problems involving two reaction wheels (RWs) from the

viewpoint of the number of actuators. In other words, the problem treated herein is a

kind of underactuated problem. Although 2SGCMGs can generate torques around all

axes, they cannot generate torques around each axis independently. Therefore, control

methods designed for a satellite using two reaction wheels cannot be applied to 3-axis

attitude maneuver problems for a satellite using 2SGCMGs. In this chapter, for sim-

plicity, maneuvers around the x and z axes are first considered, and then a maneuver

around the y axis due to the corning effect resulting from the maneuver around the

x and z axes is considered. Since maneuvers around each axis are established by the

proposed method, arbitrary attitude maneuvers can be achieved using 2SGCMGs. In
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addition, the maneuvering angles around the z and x axes, which are required in order

to maneuver around the y axis, are analytically determined, and the total time required

for maneuvering around the y axis is then analyzed numerically.

Nomenclature

C = Jacobian matrix of the CMG system associated with the gimbal angles

gi = the ith gimbal axis vector

h = angular momentum vector of the CMG

hs = singular momentum vector of the CMG

H = angular momentum magnitude of the CMG, Nms

H i = angular momentum vector of the ith CMG

Jx, Jz = moments of inertia about the x and z axes, respectively

us = singular vector

xyz = satellite body frame

XY Z = CMG system reference frame

β = skew angle = 54.73 deg

δ = gimbal angle vector (= (δ1, δ2, δ3, δ4)
T )

δi = gimbal angle of the ith CMG

εi = the ith signum of the singular surface

τx, τy, τz= attitude control torque vector generated by the CMGs

ϕ, θ, ψ = roll, pitch, yaw Euler angle

2.1 Introduction

Control moment gyros (CMGs) are momentum-exchange torque generators, which

are often used on large spacecraft, such as MIR, Skylab, and ISS, because these systems

have the advantages of high torque output and rapid response compared to reaction
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wheels (RWs). Control moment gyro systems can be classified into two types based

on the number of degrees of freedom for each CMG: single-gimbal CMGs (SGCMGs)

and double-gimbal CMGs (DGCMGs). DGCMGs are mechanically more complex than

SGCMGs, but the additional gimbal can be used to produce torque more easily. SGCMG

systems are mechanically simpler than DGCMGs, but producing torque around an arbi-

trary direction requires at least three SGCMGs. There are several CMG array configu-

rations. The pyramid-array CMG system is a typical configuration. Even though more

than three SGCMGs are used, SGCMG systems have a more critical singularity prob-

lem than DGCMG systems. The angular momentum of pyramid-array CMG systems

in the singularity state was studied in [1], and a number of control schemes have been

proposed [2–15] to overcome the singularity problem of SGCMGs.

On the other hand, methods by which to stabilize the angular velocity and/or the

three-axis attitude of a spacecraft using less than three controls have been widely stud-

ied [16–20]. This is a kind of underactuated control problem, and is well known as a

two-control torque problem. From Brockett’s theorem [18], no smooth time invariant

control methods exist for this problem, and time-varying or non-smooth control meth-

ods have been proposed. In the two-control torque problem, it is usually assumed that

two independent thrusters, or two RWs, are used for attitude control. However, only a

few studies have been carried out that assume the use of fewer than three single-gimbal

CMGs for attitude control. Kwon et al. [21] have studied a pointing control problem

using two single-gimbal CMGs, in which the gimbal axes of the two SCMGs are paralled

to the z axis of the body frame.

From the viewpoint of fault tolerance, it is desirable to develop a backup control

method as a redundancy against the failure of CMG units. In this chapter, arbitrary

rest-to-rest attitude maneuver problems for a satellite using two single-gimbal control

moment gyros (2SGCMGs) are considered under the assumptions that SGCMGs are

configured in the same manner as the traditional pyramid-array CMGs, but that only two

diagonal CMGs are available. Although 2SGCMGs in the pyramid array can generate

torques around all axes, they cannot generate torques around each axis independently.
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In this chapter, for simplicity, assuming that the CMG reference frame is coincident with

the satellite body frame and the moment of inertia tensor for the satellite is diagonal,

maneuvers around the x and z axes of the satellite body frame are first considered, and

based on the resulting corning effect, maneuvering around the y axis of the satellite body

frame is then evaluated. In addition, the maneuvering angles around the x and z axes,

which are required in order to maneuver around the y axis, are analytically determined,

and the total time required to maneuver around the y axis is then analyzed numerically.

Even if only two CMGs are available for attitude control, minimizing the spacecraft

maneuvering time is still desirable for space missions such as search and observation of

gamma-ray bursts. Therefore, in this chapter, the minimum time required for a given

maneuvering sequence is also discussed.

2.2 Pyramid-type CMG Systems

In this section, first a traditional pyramid-type CMGs system (Fig. 2.1) is addressed

and then the two-CMG system treated herein is described.

Let XY Z be the CMG reference frame, as shown in Fig. 2.1. For simplicity, the

following assumptions are made in this chapter. The moment of inertia tensor of the

satellite is diagonal, the CMG reference frame XY Z is coincident with the satellite body

frame xyz, and the moment of inertia tensor of the satellite with the CMG system does

not depend on the rotation of the gimbals.

2.2.1 Pyramid-type four-CMG system

For a conventional pyramid mounting of four SGCMGs (Fig. 2.1), the total CMG

angular momentum vector h is expressed in the spacecraft reference frame as

h =
4∑

i=1

H i(δi) = H


−cβ sin δ1
cos δ1

sβ sin δ1

+H


− cos δ2

−cβ sin δ2
sβ sin δ2

+H

cβ sin δ3

− cos δ3

sβ sin δ3

+H


cos δ4

cβ sin δ4

sβ sin δ4


(2.1)
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Figure 2.1: Pyramid-type four-CMG system.

where cβ ≡ cos β, sβ ≡ sin β, δi is the gimbal angle of the ith CMG unit, and β is the

pyramid skew angle. For simplicity, the momentum magnitude for each CMG, H, is

sometimes assumed to be constant and equal to one without loss of generality, and the

wheel momentum is assumed to be dominated by the momentum about the spin axis. In

ordinary pyramid-array systems, the skew angle is fixed at β = tan−1
√
2 rad (= 54.73

deg) because, in this case, the shape of the momentum envelope approaches a sphere,

and the system can easily cover an arbitrary direction.

The time derivative of the angular momentum vector for a typical CMG can be

written as

ḣ =
4∑

i=1

∂H i

∂δi
δ̇i = HCδ̇ (2.2)

where

C =


−cβ cos δ1
− sin δ1

sβ cos δ1

sin δ2

−cβ cos δ2
sβ cos δ2

cβ cos δ3

sin δ3

sβ cos δ3

− sin δ4

cβ cos δ4

sβ cos δ4

 (2.3)

There exists a singular direction u perpendicular to the plane of ḣ such that ḣ·u = 0.

The CMG array cannot produce torque around the direction of the vector u, regardless of

the gimbal rate. This situation is referred to as a singularity. The corresponding gimbal
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angles are called singular gimbal angles, and the corresponding momentum vector is

called the singular momentum vector. In addition, the corresponding vector u is the

singular vector. Because the torques generated by CMGs are always orthogonal to the

gimbal vector, the singular momentum vector hs is expressed using the gimbal vector gi

and the unit sphere vector us as

hs =
4∑

i=1

εi (gi × us)× gi

|gi × us|
(2.4)

where εi = sign(ei) = sign (H i · us) = ±1. When εi = 1, the resulting singular surface

is the 4H singularity, and when some of εi is 1 and others are −1, the resulting singular

surfaces are the internal singularities.

(a) (b)

Figure 2.2: (a) 4H singular surfaces, and (b) some internal singularities of pyramid-type

CMG system .

Figures 2.2(a) and 2.2(b) show the 4H singular surface and some of the internal

singular surfaces of a pyramid-type CMG system, respectively. Although 4H singularities

can be easily obtained and avoided, they are sometimes actively used to achieve fast

attitude maneuvering. On other hand, internal singularities cannot be easily predicted

or avoided during attitude maneuver control. For this reason, singularity avoidance

control methods are strongly required for CMG systems.

28



2.2.2 Pyramid-type Two-CMG system

In this chapter, it is assumed that the second and fourth gimbal angles are fixed

at zero, but the first and third gimbals are available to generate the attitude control

torques. This assumption corresponds to a situation in which the two diagonal units of

the CMG system are malfunctioning, but attitude maneuvering is still required using

the operational CMG gimbals. Although it is also possible that the first and second

gimbals are available, but the third and fourth are not, such a case is not treated in

this chapter. Attitude maneuver problems for such a 2SGCMG configuration will be a

subject for the future study. Figure 2.3 shows a schematic diagram of the pyramid-type

two-CMG system considered in this chapter. Under the above assumption, the angular

moments possessed by the second and fourth CMG units are opposite to each other. As

such, it is unnecessary to consider these angular moments. Hereafter, only the first and

third CMG units are considered. In this case, the total angular moment vector possessed

by the 2SGCMG system is expressed by

h = H


−cβ sin δ1
cos δ1

sβ sin δ1

+H


cβ sin δ3

− cos δ3

sβ sin δ3

 . (2.5)

The time derivative of the angular momentum vector for the 2SGCMG system can be

written as

ḣ = H


−cβ cos δ1
− sin δ1

sβ cos δ1

cβ cos δ3

sin δ3

sβ cos δ3


 δ̇1

δ̇3

 . (2.6)

In contrast to the traditional pyramid-type four-CMG system, the two-CMG system

has only two degrees of freedom (DOF) with respect to the gimbal angles. Therefore,

all of the gimbal angles correspond to singular gimbal angles, and singularity avoidance

does not make sense for the two-CMG system. The singular surface for the 2SGCMG

system is shown in Fig. 2.4(a). Similar to the four-CMG system, hollows are observed

in the direction of the gimbal vector. These hollows are the internal singularities that
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correspond to the trumpet-like parts of the four-CMG system. To visualize the inner

structure of the singular surface, cross sections at Y = 0 and Z = 0 are shown in Figs.

2.4(b) and (c), respectively. From Figs. 2.4(b) and (c), it can be seen that the singular

surface of the 2SGCMG exists along the X and Z axes, but not along the Y axis.

Figure 2.3: Pyramid-type two-CMG system.

-1
0

1
X

-2
-1

0
1

2
Y

-2

-1

0

1

2

Z

-1
0

1

-2
-1

0
1

2

-1
0

1
X

0
1

2
Y

-2

-1

0

1

2

Z

-1
0

1

0
1

2

-1
0

1
X

-2
-1

0
1

2Y

-2

-1

0

Z

-1
0

1

-2
-1

0
1

2

(a) (b) (c)

Figure 2.4: Singular surface of pyramid-type two-CMG system.
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2.3 Attitude Maneuver by 2SGCMG System

The singular surfaces of the 2SGCMG system were described in the previous section.

Unlike the case in which two RWs are used for three-axis attitude maneuver, because the

2SGCMG system can possess an angular moment along arbitrary directions other than

the direction of the gimbal vectors, three-axes maneuver using the 2SGCMG system

may be easier than that using two RWs. However, since the 2SGCMG system cannot

generate independent torque around the x and z axes simultaneously, control methods

that are used for the two-RW system are not directly applicable to the 2SGCMG system.

In this section, a method for attitude maneuver around each axis is considered. Then,

the attitude change sequences and switching times of the gimbal steering sequences are

considered in order to minimize the maneuvering time.

2.3.1 Attitude maneuver around the x or z Axis

In this subsection, attitude maneuvering around the x and z axes is discussed.

Torque generation

Attitude control torque around the x axis can be generated by changing gimbal angles

δ1 and δ3 in the opposite directions, that is, δ1 = δ, δ3 = −δ, δ̇1 = δ̇, δ̇3 = −δ̇, as follows:
τx

τy

τz

 = −ḣ = −H


−cβ cos δ

− sin δ

sβ cos δ

cβ cos(−δ)

sin(−δ)

sβ cos(−δ)


 δ̇

−δ̇

 =


2Hδ̇cβ cos δ

0

0

 .

(2.7)

Similarly, attitude control torque around the z axis can be generated by changing gimbal

angles δ1 and δ3 in the same direction, that is, δ1 = δ3 = −δ, δ̇1 = δ̇3 = −δ̇, as follows:
τx

τy

τz

 = −ḣ = −H


−cβ cos(−δ)

− sin(−δ)

sβ cos(−δ)

cβ cos(−δ)

sin(−δ)

sβ cos(−δ)


 −δ̇

−δ̇

 =


0

0

2Hδ̇sβ cos δ

 .

(2.8)
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Maneuvering time and switching timings of gimbal steering

From the viewpoint of minimizing the maneuvering time, as Pontryagin’s principle

suggests, optimal controllers are usually switching-type controllers, such as bang-bang

controllers. Therefore, in order to generate control torque around the x axis or z axis,

let us assume that the gimbal rate is constant at δ̇. Moreover, it is assumed that the

gimbal angles are initially zero. In this case, the time required for the gimbal angle to

change from zero to π/2 rad is given by

t∗ = (π/2)/δ̇ . (2.9)

Under the above assumptions, first a rest-to-rest maneuver around the x axis is

considered. Because the torque generated around the x axis is given by 2Hδ̇cβ cos δ, as

shown in Eq. (2.7), the angular velocity and attitude maneuver angle resulting from the

above torque around the x axis, ωx and θx, can be respectively expressed for the time

range of t ∈ [0, t∗] by

ωx(t) =

∫ t

0

τx/Jxdt = (2Hδ̇cβ/Jx)

∫ t

0

cos(δ̇t)dt =
2Hcβ

Jx
sin(δ̇t) , (2.10)

θx(t) =

∫ t

0

ωx(t)dt = (2Hcβ/Jx)

∫ t

0

sin(δ̇t)dt =
2Hcβ

Jxδ̇

[
1− cos(δ̇t)

]
. (2.11)

In order to nullify the angular velocity resulting from the gimbal steering described

above, the gimbal steering rates must be reversed and the gimbals must stop at angles

of zero. If the magnitude of the reverse steering rate is the same as that of the forward

steering rate, then to return the gimbal angles to zero, the same time is required for

both steering processes. During the reverse process, the spacecraft maneuvers through

the same angle as in the forward steering process. In short, if the gimbal rates are set to

(δ̇1, δ̇3) = (δ̇,−δ̇) from t = 0 to t = t∗, and set to (δ̇1, δ̇3) = (−δ̇, δ̇) from t = t∗ to t = 2t∗,

then the total maneuver angle around the x axis is obtained as

θ∗x =
4Hcβ

Jxδ̇
. (2.12)

For the case in which the required maneuver angle θxf is less than θ∗x, the gimbals

must be reversed before reaching π/2 rad. Taking Eq. (2.11) into consideration, the
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reverse steering time tx1 is given by

tx1 =
1

δ̇
cos−1

(
1− Jxδ̇θxf

4Hcβ

)
. (2.13)

The total maneuvering time to achieve θxf for the case of θxf ≤ θ∗x is given by

tx = 2t1x =
2

δ̇
cos−1

(
1− Jxδ̇θxf

4Hcβ

)
. (2.14)

On the other hand, for the case in which θxf is greater than θ∗x, the gimbal angles

should remain at ±π/2 so that the spacecraft can obtain the maximum angular velocity

ωx = 2Hcβ/Jx for the x-axis maneuver, and this angular velocity should be maintained

in order to minimize the maneuvering time. The duration of coursing tx2 needed to cover

the gap between θxf and θ∗x resulting from the bang-bang steering rate is given by

tx2 =
Jx(θxf − θ∗x)

2Hcβ
. (2.15)

The total maneuvering time for achieving θxf for the case of θxf > θ∗x is given by

tx = 2t∗ + tx2 =
π

δ̇
+
Jx(θxf − θ∗x)

2Hcβ
. (2.16)

Next, a rest-to-rest maneuver around the z axis is considered. Because the torque

generated around the z axis is given by 2Hδ̇sβ cos δ, as shown in Eq. (2.8), the angular

velocity and attitude maneuver angle resulting from the torque around the z axis, ωz

and θz, respectively, for the time range of t ∈ [0, t∗] can be written as

ωz(t) =

∫ t

0

τz/Jzdt = (2Hδ̇sβ/Jz)

∫ t

0

cos(δ̇t)dt =
2Hsβ

Jz
sin(δ̇t) , (2.17)

θz(t) =

∫ t

0

ωz(t)dt = (2Hsβ/Jz)

∫ t

0

sin(δ̇t)dt =
2Hsβ

Jz δ̇

[
1− cos(δ̇t)

]
. (2.18)

The total maneuver angle around the z axis resulting from the bang-bang steering rate

control is

θ∗z =
4Hsβ

Jz δ̇
. (2.19)

For the case in which θzf is less than θ∗z , the gimbal angles must be reversed before

reaching π/2 rad. Taking Eq. (2.18) into consideration, the reverse steering time tz1 is
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obtained as

tz1 =
1

δ̇
cos−1

(
1− Jz δ̇θzf

4Hsβ

)
. (2.20)

The total maneuvering time for achieving θzf for the case of θzf ≤ θ∗z is

tz = 2tz1 =
2

δ̇
cos−1

(
1− Jz δ̇θzf

4Hsβ

)
. (2.21)

On the other hand, for the case in which θzf is greater than θ∗z , the gimbal angles

should remain at ±π/2 so that the spacecraft can obtain the maximum angular velocity

ωz = 2Hsβ/Jz for the z-axis maneuver, and this angular velocity should be maintained

in order to minimize the maneuvering time. The duration of coasting tz2 needed to cover

the gap between θzf and θ∗z resulting from the bang-bang steering rate is given by

tz2 =
Jz(θzf − θ∗z)

2Hsβ
. (2.22)

The total maneuvering time for achieving θzf for the case of θzf > θ∗z is

tz = 2t∗ + tz2 =
π

δ̇
+
Jz(θzf − θ∗z)

2Hsβ
. (2.23)

Figure 2.5 shows a schematic diagram summarizing the relationship among the gimbal

rate, gimbal angle, maneuvering angle, and timing of the steering switching, where the

solid, broken and dashed lines correspond to the cases of θf > θ∗, θf = θ∗, and θf < θ∗,

respectively.

2.3.2 Maneuver around the y Axis

When a torque around the y axis is generated using the 2SGCMG system, torques

are also generated around the x and z axes. In other words, a torque around the y

axis cannot be generated independently of torques around the x and z axes. It might

be possible to achieve the y axis maneuver without an attitude shift around the x and

z axes by canceling the latter two shifts using the torques around the x and z axes.

However, it is difficult to devise such a continuous smooth steering control law for the y

axis maneuver using the 2SGCMG system.
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Attitude maneuver sequence and trigonometry

In this chapter, to achieve the y-axis maneuver, discontinuous steering control laws

are considered, which use the corning effect resulting from alternate maneuvers around

the x and z axes. There are four candidate procedures, which are hereinafter referred to

as methods-1 through 4.

A schematic diagram of the procedure of method-1 is shown in Fig. 2.6(a). Method-1

consists of the following four steps:

1. maneuver a rad around the z axis,

2. maneuver b rad around the x axis of the body frame,

3. maneuver −c rad around the z axis of the body frame, and

4. maneuver −d rad around the x axis of the body frame.

It should be noted that the angles (a, b, c, d) cannot be chosen independently, but must

be appropriately chosen to achieve the required maneuver around the y axis α without

causing any residual attitude shift around the x and z axes at the end of the maneuver.

By taking the final attitude and spherical trigonometry into consideration, the maneuver

angle parameters b, c, and d can be expressed in terms of α and a as follows:

b = tan−1(tanα/ sin a) , (2.24)

c = cos−1(cosα · cos a) , (2.25)

d = tan−1(sinα/ tan a) . (2.26)

Selection of these three maneuver angles results in the required attitude change around

the y axis of the spacecraft body frame, α.

A schematic diagram of the procedure of method-2 is shown in Fig. 2.6(b). It should

be noted that method-2 is a special case of method-1, because setting a to π/2 results

in b = α, c = π/2, and d = 0 rad. This method consists of the following three steps:

1. maneuver π/2 rad around the z axis, and then make the x axis of the spacecraft

coincident with the y axis of the inertial frame,
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2. maneuver the required angle α around the y axis of the inertial frame, that is,

around the x axis of the spacecraft body frame, and

3. maneuver −π/2 rad around the z axis of the spacecraft body frame.

The maneuver procedure of method-3, which consists of the following four steps, is shown

in Fig. 2.6(c).

1. maneuver d rad around the x axis,

2. maneuver −c rad around the z axis of the body frame,

3. maneuver −b rad around the x axis of the body frame, and

4. maneuver a rad around the z axis of the body frame.

Method-4 consists of the following three steps, as shown in Fig. 2.6(d).

1. maneuver π/2 rad around the x axis,

2. maneuver the required angle α around the y axis of the inertial frame, that is,

around the −z axis of the spacecraft body frame, and

3. maneuver −π/2 rad around the x axis of the spacecraft body frame.

Similar to the relationship between method-1 and method-2, method-4 is a special case

of method-3, in which d is set to π/2. It should be noted that the difference between

method-1 and method-3, or between method-2 and method-4, is the order of the maneu-

ver axes, x and z.

The choice of which of the four methods to use depends on the objectives or require-

ments of the maneuver. For example, method-2 or method-4 should be chosen for the

case in which fewer maneuvers are desired. On the other hand, considering an example

in which a star sensor is installed on the x axis of a spacecraft body frame and the Sun is

located along the y axis of the inertial frame, then the method-2 should be avoided, and

method-1 or method-3 should be chosen so as to prevent the star sensor from pointing
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Figure 2.5: Schematic representation of the relationship among the gimbal rate, gimbal

angle, maneuver angle, timing of steering switching.
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(a) (b)

(c) (d)

Figure 2.6: Procedures for maneuver around the y axis.
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toward the Sun. Even if the required maneuver angle cannot be achieved around the

y axis by carrying out method-1 or method-3 a single time, it can still be achieved by

repeating the method multiple times.

Maneuvering time

The total maneuvering time for each method can be obtained by calculating the time

for each maneuver and summing these times. As mentioned earlier, the maneuver angles

b, c, and d are expressed in terms of α and a. Therefore, the total maneuvering time is a

function of α and a, and can be represented in the form of a three-dimensional surface,

the x, y and z axes of which are the parameters α, a, and the total maneuvering time,

respectively. In addition, a minimum maneuvering time and the optimal maneuver angle

a exist for α.

Let ai, (i = a, b, c, d) denote a boundary angle at which the expression of the time for

each step switches in accordance with necessity of coasting in each maneuvering step.

By comparing the angles a and c with θ∗z , and comparing the angles b and d with θ∗x,

equations to determine the angles aa, ab, ac and ad can be given by

a(α, a) = aa(α) = θ∗z , (2.27)

b(α, a) = tan−1

(
tanα

sin ab(α)

)
= θ∗x , (2.28)

c(α, a) = cos−1 (cosα · cos ac(α)) = θ∗z , (2.29)

d(α, a) = tan−1

(
sinα

tan ad(α)

)
= θ∗x . (2.30)

Note that aa, ab, ac and ad are expressed in the form of a function of α, because they

depend on α except for aa. In this chapter, the functions aa(α), ab(α), ac(α) and ad(α)

will be shown in Fig. 2.7.

Replacing θxf with the angle b or d, replacing θzf with the angle a or c, substituting

Eq.(2.12) into θ∗x, substituting Eq.(2.19) into θ
∗
z , and using Eqs. (2.24), (2.25), and (2.26)
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for b, c, and d, the time for each maneuvering step, ta, tb, tc, and td, can be expressed as

ta(α, a) =


2

δ̇
cos−1

(
1− Jz δ̇a

4Hsβ

)
for a ≤ θ∗z (2.31a)

π

δ̇
+

Jz
2Hsβ

(
a− 4Hsβ

Jz δ̇

)
for a > θ∗z (2.31b)

tb(α, a) =


2

δ̇
cos−1

(
1− Jxδ̇

4Hcβ
tan−1(tanα/ sin a)

)
for b(α, a) ≤ θ∗x (2.32a)

π

δ̇
+

Jx
2Hcβ

(
tan−1(tanα/ sin a)− 4Hcβ

Jxδ̇

)
for b(α, a) > θ∗x(2.32b)

tc(α, a) =


2

δ̇
cos−1

(
1− Jz δ̇

4Hsβ
cos−1(cosα cos a)

)
for c(α, a) ≤ θ∗z (2.33a)

π

δ̇
+

Jz
2Hsβ

(
tan−1(cosα cos a)− 4Hsβ

Jz δ̇

)
for c(α, a) > θ∗z (2.33b)

td(α, a) =


2

δ̇
cos−1

(
1− Jxδ̇

4Hcβ
tan−1(sinα/ sin a)

)
for d(α, a) ≤ θ∗x(2.34a)

π

δ̇
+

Jx
2Hcβ

(
tan−1(sinα/ tan a)− 4Hcβ

Jxδ̇

)
for d(α, a) > θ∗x(2.34b)

The total time for maneuvering around the y axis is expressed in terms of α and a as

t(α, a) = ta(α, a) + tb(α, a) + tc(α, a) + td(α, a) . (2.35)

2.4 Numerical Case Studies

In this section, the total maneuvering time for each method will be evaluated for two

cases of moment of inertia. In case-1, the moment of inertia about the x axis is assumed

to be less than that about the z axis, whereas in case-2, the moment of inertia about

the x axis is assumed to be greater. By comparing the results for case-1 and case-2,

the effect of the moment of inertia on the minimum-time maneuver of the spacecraft

using the 2SGCMG system will be evaluated under the assumed maneuver sequence.

The parameters for these case studies are as follows: |δ̇| = π/20 rad/s, H = 0.044 Nms,

Jx = 1.34 kgm2 and Jz = 3.27 kgm2 for case-1, and Jx = 3.27 kgm2 and Jz = 1.34 kgm2
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for case-2. It should be noted that the moment of inertia about the y axis has no effect

on the maneuvering time, because a single spin motion around only the x or z axis is

assumed in this study. If gyroscopic effects are considered, it is necessary to study the

effect of the moment of inertia about the y axis on the maneuvering time. This will be

a topic for the future study. In addition, it should be noted that because the maneuver

angles around the x and z axes in method-3 are the same as those in method-1, the

minimum maneuvering times obtained using method-1 and method-3 are the same and

the numerical results for method-3 are thus omitted.

2.4.1 Maps of expression of maneuvering time

Substituting the moments of inertia, Jx, Jz, and maximum gimbal rate δ̇ into Eqs.(2.12)

and (2.19) gives θ∗x = 0.483 rad and θ∗z = 0.280 rad for case-1, and θ∗x = 0.198 rad, and

θ∗z = 0.683 rad, for case-2, respectively. By taking the conditions for the boundary an-

gles (Eqs. (2.27) through (2.30)) into consideration, region maps of the expression of

the total maneuvering time can be obtained. Figures 2.7(a) and 2.7(b) show the region

maps of the expression of the total maneuvering time for case-1, and case-2, respectively.

Note that in Figs. 2.7(a) and 2.7(b), the domain is clipped to within [0, π/2]× [0, π/2].

Because the boundary aa(α) (Eq. (2.27)) does not depend on α, it is a straight line at

a = θ∗z , while the boundaries ab(α), ac(α) and ad(α) (Eqs. (2.28), (2.29) and (2.30)) do

depend on α. Both ab(α) and ad(α) begin at the origin and increase with α, while ac(α)

(Eq.(2.29)) begins at a = θ∗z , decreases as α increases, and finally reaches zero when

α = 0.280 rad for case-1, and when α = 0.683 rad for case-2. Hereafter, α = 0.280 rad is

referred to as α∗
1, and α = 0.683 rad is referred to as α∗

2. For both cases, the domain is

divided into nine regions by the boundaries aa(α), ab(α), ac(α) and ad(α), as indicated in

the figures. Figures 2.7(c) and 2.7(d) show magnified regions of Figs. 2.7(a) and 2.7(b),

respectively, in order to illustrate the boundary regions in more detail. The expressions

of the total maneuvering time corresponding to the different regions are listed in Table

2.1.
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(a) (b)

(c) (d)

Figure 2.7: Region maps of expression of maneuvering time: (a) case-1, (b) case-2, (c)

magnification of (a), and (d) magnification of (b).
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Table 2.1: Expression of maneuvering time corresponding to each region.

Region Total maneuvering time t(α, a)

(1) Eq.(2.31a) + Eq.(2.32a) + Eq.(2.33a) + Eq.(2.34a)

(2) Eq.(2.31a) + Eq.(2.32b) + Eq.(2.33a) + Eq.(2.34a)

(3) Eq.(2.31a) + Eq.(2.32b) + Eq.(2.33a) + Eq.(2.34b)

(4) Eq.(2.31a) + Eq.(2.32a) + Eq.(2.33b) + Eq.(2.34a)

(5) Eq.(2.31a) + Eq.(2.32b) + Eq.(2.33b) + Eq.(2.34a)

(6) Eq.(2.31a) + Eq.(2.32b) + Eq.(2.33b) + Eq.(2.34b)

(7) Eq.(2.31b) + Eq.(2.32a) + Eq.(2.33b) + Eq.(2.34a)

(8) Eq.(2.31b) + Eq.(2.32b) + Eq.(2.33b) + Eq.(2.34a)

(9) Eq.(2.31b) + Eq.(2.32b) + Eq.(2.33b) + Eq.(2.34b)

2.4.2 Maneuvering time and time-optimal maneuver angle a

Case-1: Jx < Jz

Figure 2.8 shows the maneuvering time for method-1 and case-1, represented in the

form of a three-dimensional colored surface. It can be seen that when the required

maneuver angle α is small, the total maneuvering time strongly depends on the first

maneuver angle a, but this dependence is smaller when α is large.

The relationship between the minimum maneuvering time and the required maneuver

angle around the y axis α is shown in Fig. 2.9. The maneuvering times for method-2 and

method-4 are also shown for comparison. It can be seen that the minimum maneuvering

time for method-1 is always less than that of method-2. This is because the moment of

inertia about the x axis, Jx, is less than that about the z axis, Jz. Thus, in order to

achieve a shorter maneuvering time, it is desired to more actively select a large maneuver

angle around the x axis, rather than the z axis. In addition, it can be seen from Fig.

2.9 that as the required maneuver angle α increases, the difference in the maneuvering

time between method-1 and method-2 becomes smaller.
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Figure 2.10 shows the relationship between α and the corresponding optimal maneu-

ver angle a. As shown in Fig. 2.10, when α is greater than α∗
2, the optimal maneuver

angle a is zero, that is, the first maneuver is skipped in method-1 to obtain the time-

optimal solution. On the other hand, when α is less than α∗
2, the optimal maneuver

angle a is not zero, but varies between 0 and π/8 rad. In other words, the time-optimal

solution still involves four maneuvers for method-1.
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Figure 2.8: Maneuvering time for method-1 and case-1.
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Figure 2.9: Maneuvering time vs. required maneuver angle around the y axis for case-1.
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Figure 2.10: Required maneuver angle around the y axis vs. time-optimal first maneuver

angle a for case-1.

Case-2: Jx > Jz

For case-2, the maneuvering time for method-1, represented in the form of a three-

dimensional colored surface, is shown in Fig. 2.11. Similar to case-1, when α is small,

the total maneuvering time strongly depends on the first maneuver angle a, but this

dependence is smaller when α is large.

Figure 2.12 shows the relationship between the minimum maneuvering time and α.

When α is small, the minimum maneuvering time for method-1 is less than that of

method-2. However, when α is greater than α∗
1, the minimum maneuvering time for

both methods is the same. In short, the optimal maneuver procedure is the same for

both methods. The moment of inertia about the x axis, Jx, is greater than that of the

z axis Jz. Therefore, in order to achieve a shorter maneuver time, it is desired to more

actively select a large maneuver angle around the z axis, rather than the x axis.

The relationship between α and the corresponding optimal maneuver angle a is shown

Fig. 2.13. When α is greater than α∗
1, the optimal maneuver angle a is π/2 rad, that is,

the fourth maneuver is not necessary to obtain the time-optimal solution in method-1.

On the other hand, as shown in Fig. 2.13, when α is less than α∗
1, the optimal maneuver
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angle a is not π/2, but rather increases with α. In other words, the time-optimal solution

still involves four steps in method-1 in this case.

In addition, it should be noted that although the moments of inertia about the x and

z axes in case-2 are swapped with each other, compared to those of case-1, the results of

case-1 and case-2 are not symmetric with respect to the first optimal maneuver angle a

when α is small. This is because the control torques generated by the 2SGCMG system

are not symmetric with respect to the x and z axes due to the inclined skew angle,

and the maneuver sequences for case-1 and case-2 are not symmetric with each other

with respect to the x and z axes. On the other hand, when α is large, the optimal first

maneuver angle a is symmetric, i.e., a = 0 for case-1, while a = π/2 for case-2. In other

words, as described in Section 3, the maneuvering time depends on the ratio between

the moment of inertia Jx and cos β, or Jz and sin β.
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Figure 2.11: Maneuvering time for method-1 and case-2.

2.4.3 Numerical simulation

To verify the validity of the maneuver method and maneuvering time presented above,

a numerical simulation is carried out for maneuvering around the y axis. The required

maneuver angle is set to 20 deg. The parameters of the 2SGCMG system presented
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Figure 2.12: Maneuvering time vs. required maneuver angle around the y axis for case-2.
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Figure 2.13: Required maneuver angle around the y axis vs. time-optimal first maneuver

angle a for case-2.
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above, and the satellite’s moment of inertia in case-1 are used for the numerical simula-

tion. For the present parameters, the minimum maneuvering time is determined to be

108.6 s using method-1 with the optimal maneuver angle a = 20.00 deg.

Figures 2.14(a) and (b) show the time responses of the angular velocities and attitude

angles of the satellite, where the angular velocities are expressed in the satellite body

frame, and attitude angles are expressed by roll(ϕ), pitch(θ) and yaw(ψ) angles. It is

shown in Fig. 2.14(a) that the angular velocities become zero three times before the end

of maneuver, and it is shown in Fig. 2.14(b) that the required attitude angle around

the y axis, θ = 20 deg, is successfully achieved. The maneuvering time is 108.6 s, which

is the same as the analytical result. These numerical results show the validity of the

maneuver method and maneuvering time presented in this chapter.

2.5 Conclusion

Rest-to-rest attitude maneuver problems for a satellite using two single-gimbal control

moment gyros (2SGCMGs) have been considered. We assumed the same configuration

as the traditional pyramid-array CMG system, but also assume that only two CMG units

are available at the diagonal positions. Taking into consideration that the rest-to-rest

maneuvers around the x and z axes of the satellite body frame can be achieved by the

2SGCMG system, a method by which to achieve a rest-to-rest maneuver around the y

axis of the satellite body frame has been considered using the corning effect resulting

from the rest-to-rest maneuvers around x and z axes. The maneuver angles around the x

and z axes to achieve the maneuver around the y axis were determined based on spherical

trigonometry. The total time required to complete the required maneuver around the y

axis was then numerically evaluated for two different moments of inertia. The results of

numerical case studies showed that when the required maneuver angle around the y axis

is large, maneuvering around the minimum moment of inertia is prioritized to obtain the

time-optimal solution. However, this tendency does not always apply when the required

maneuver angle around the y axis is small.
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(a) Angular velocities

(b) Attitude Euler angles

Figure 2.14: Result of numerical simulation.
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It is hoped that the results of this study will contribute to the development of a control

strategy for minimum-time maneuvers of a spacecraft using a pyramid-type single-gimbal

CMG system in a situation where only two diagonal units of the CMG system are

available.

In the near future, this study will be extended to investigate attitude maneuver

using a 2SGCMG system with another configuration, and to simultaneous three-axis

maneuvers.
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Chapter 3

Gain-Scheduled Steering Control

Law for Adaptive Skew

Pyramid-type CMGs

Gain-scheduled steering control for adaptive skew pyramid-type control moment gy-

ros (ASCMGs) is proposed. In contrast to previous studies that considered a fixed skew

angle for pyramid type CMG systems, in the ASCMG, the skew angle is treated as a

variable in order to obtain larger torques. The steering control law proposed for the

ASCMG considers not only the gimbal angles but also the skew angle, and consists of

an off-diagonal singularity robust inverse term and a null motion term.

The numerical results show that the skew angle has a tendency to change towards the

normal skew angle in order to maintain the singularity free space as large as possible at

the end of the maneuver. In addition, the settling time for the maneuver was shortened

compared to the case of a fixed-skew angle SGCMG. Finally, by introducing a weighting

function to the element associated with the skew angle in the off-diagonal matrix, the

rate of change of the skew angle can be smoothly controlled to avoid chattering-like

motion near singularities, and at the end of or after the maneuver.
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Notation

C : Fixed skew angle CMG Jacobian matrix

D : Skew angle Jacobian vector

ê : Quaternion common axis of rotation

h : CMG system angular momentum vector

h0 : Angular momentum of one CMG unit

Is : s−Dimensional unit matrix

J : Spacecraft inertia tensor, including CMG

k : Singularity avoidance law gain

Kp,Kd: Quaternion feedback control gains

q : Quaternion

q̂ : Quaternion vector component

Q : Adaptive skew angle CMG Jacobian matrix [C,D]

R : Direction cosine matrix

u : Command torque

W , W̃ : Weighting matrices

β : Skew angle

βmax : Maximum allowed skew angle

βmin : Minimum allowed skew angle

δ : Gimbal angle(= (δ1, δ2, δ3, δ4)
T )

δi : ith gimbal angle

κ1, κ2 : Jacobian matrice C，Q condition numbers

ω : Spacecraft angular velocity = (ω1, ω2, ω3)
T

56



3.1 Introduction

A control moment gyroscope (CMG) produces an attitude control torque when the

direction of the angular momentum of its rotating flywheel is changed by changing its

gimbal angle. CMGs can produce a large torque and are therefore used on the Inter-

national Space Station and other large spacecraft. They are of two basic types: one

(SGCMGs) having a single gimbal axis per CMG unit; and the other (DGCMGs) having

two. SGCMGs used for triaxial attitude control usually contain four or more CMG units,

for redundancy. In particular, pyramid-type CMGs containing just four CMG units (Fig.

3.1) have been the subject of many studies on applicable steering control laws [1]− [20].

Even CMGs containing four CMG units encounter states of singularity, [21] in which

they cannot produce torque in the required direction. Various steering control laws have

been proposed for four-unit CMGs to avoid or escape from these singularities, including

singularity-robust (SR) [6, 7], singular-direction avoidance (SDA) [8], null motion [12]

and variable-speed (VS) CMGs [12–16] in combination as well as alone. Many pyramid-

type CMGs employ a fixed skew angle β of 54.73 deg because the maximum angular

momentum envelope is then nearly spherical, and this facilitates maintenance of three-

dimensional isotropy in the angular momentum of the CMG system. With a variable

skew angle, however, the envelope can be vertically and horizontally expanded and con-

tracted, which may enable shorter attitude-change times. With this possibility in mind,

an adaptive skew angle pyramid-type CMG (ASCMG) has been proposed, in which the

skew angle is changed in advance in accordance with the attitude-change axis, and it

has been shown that the attitude-change time can thereby be shortened [19]. The time

required for the advance change was not included in the consideration, however, and

the possibility therefore remained that a longer time might actually be required in cases

involving a limit on the skew angle change speed. In this light, a modification of the

concept was deemed necessary and the possibility of starting the change in skew angle

concurrently with initiation of the attitude change rather than in advance was considered,

and a steering control law that included the skew angle was proposed [20].
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In the ASCMG system developed in the previous studies, the skew-angle control

command value was disregarded and the stop was obtained by override when a limit

angle was reached in the imposed skew-angle range of 10 to 80 deg [20] thus avoiding

exceeding the skew-angle steering control limit command value. This method, however,

involves a discontinuity in the rate of skew angle change and therefore carries the risk of

placing an excessive load on the motor driving the skew angle. It is also possible that a

difference might arise between the generated torque and the command torque, leading to

an undesirably large change in attitude. During application of this method, chattering

actually occurred in the skew angle movement [20]. A further problem that occurred was

a tendency for overshoot to occur near completion of the attitude change, as described

below in the results of the numerical simulation.

In the present study, a steering control law is proposed, which incorporates a smooth

transfer from the ASCMG steering control law to the fixed skew angle steering control

law on reaching the skew angle limit, to minimize the difference between the command

torque and the generated torque. The proposed law in effect combines the off-diagonal

SR (oDSR) [7] and local gradient methods [12,13]. To facilitate smooth transfer between

the two steering control laws, the oDSR weighting gain varies with the skew angle. The

local-gradient term is formulated to drive the gimbal in the direction yielding a Jacobian

condition number of 1 including the skew angle. At the end of the attitude change, the

skew angle is thereby brought close to its original value. This is desirable for performance

of the next attitude change, which may need to be made about a different axis.

In this chapter, numerical simulations indicate that ASCMG yields shorter settling

times than fixed skew angle CMG and reliably returns the skew angle to its original value

at the end of the attitude change. It is also shown that the proposed steering control

law, with its inclusion of the operating range, substantially reduces the level of overshoot

from that encountered with a steering control law that does not include the range.
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Figure 3.1: Pyramid array CMG.

3.2 ASCMG

In the usual pyramid-type CMG systems, the skew angle is fixed at 54.73 deg, so

that the maximum angular momentum envelope is very nearly spherical.

The ASCMG discussed in this chapter, unlike ordinary fixed skew angle pyramid-

type CMGs, deals with the angle of a gimbal with a controllable skew angle. It may

be regarded as a DGCMG in terms of the number of gimbal axes per CMG unit, but

the skew angles of all four of its CMG units can be changed simultaneously and it may

therefore more appropriately be regarded as a system intermediate between an SGCMG

and a DGCMG [19,20].

Figure 3.2 shows an external view of the ASCMG constructed for experimental test-

ing, and Fig. 3.3 shows the mechanism for effecting changes in skew angle. Each CMG

unit contains gears on a quarter-circumference of a circle, which engage a worm gear

located at the center of the system that is driven by a stepper motor to simultaneously

change the skew angles of all four CMG units. The range of movement in this experi-

mental system is limited to 10-80 deg, and the steering control law in the present study

is formulated accordingly.
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Figure 3.2: ASCMG.

3.3 Attitude Control Law

In this section, an explanation is given for quaternion feedback, which is often used

to calculate the command torque for attitude changes.

3.3.1 Equations of motion

Assuming that the total angular momentum of the satellite including the CMG sys-

tem is zero and further assuming the absence of any external torque, the movement of

the satellite and the CMG system may be expressed as

Jω̇ + ω × Jω = u , (3.1)

ḣ+ ω × h = −u (3.2)

where u is the command torque on the satellite, which is calculated as described below

for the quaternion feedback control. To obtain the command torque of the CMG system,

it is necessary to obtain the rate of change in angular momentum held by that system,

as

ḣ = −u− ω × h . (3.3)
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Figure 3.3: Mechanism for controlling skew angle.

3.3.2 Quaternion feedback control law

quaternion feedback control law quaternion q(= (q1, q2, q3, q4)
T = (q̂T , q4)

T ) is given

by

q =

 q̂

q4

 =

 ê sin(φ/2)

cos(φ/2)

 (3.4)

where ê is the common axis of rotation and φ is the angle of rotation about that axis.

The direction cosine matrix R, which shows the attitude conversion from the inertial

coordinate system to the satellite body coordinate system using the quaternion, is ex-

pressed as

R =


1− 2(q22 + q23) 2(q1q2 + q3q4) 2(q1q3 − q2q4)

2(q1q2 − q3q4) 1− 2(q21 + q23) 2(q2q3 + q1q4)

2(q1q3 + q2q4) 2(q2q3 − q1q4) 1− 2(q21 + q22)

 . (3.5)

Using the angular velocity of the satellite, the quaternion differential equation is given

as

q̇ =
1

2

 q4ω − ω × q̂

−ωT q̂

 . (3.6)

In the present study, for simplicity, the target attitude is given throughout in the inertial

coordinate system. For the quaternion feedback control [22], the quaternion expressing
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the attitude angle error and the satellite angular velocity are multiplied by their respec-

tive gains to obtain the command torque using the following control equation, which

thus resembles PD control.

u = −Kpq̂ −Kdω (3.7)

3.4 Steering Control Laws for the Fixed Skew Angle

CMG

In this section, the steering control laws for fixed skew angle CMGs are first described

as a reference base for the discussion of the ASCMG steering control law. The Jacobian

matrix C for fixed skew angle CMGs can be written as

C =


−cβ cos δ1 sin δ2 cβ cos δ3 − sin δ4

− sin δ1 −cβ cos δ2 sin δ3 cβ cos δ4

sβ cos δ1 sβ cos δ2 sβ cos δ3 sβ cos δ4

 . (3.8)

3.4.1 off-Diagonal SR inverse (oDSR)

The oDSR steering control law [7] can be expressed as

δ̇ = WCT
[
CWCT + λE

]−1
(ḣ/h0) (3.9)

where

W =


W1 λ λ λ

λ W2 λ λ

λ λ W3 λ

λ λ λ W4

 > 0 , (3.10)

E =


1 ϵ3 ϵ2

ϵ3 1 ϵ1

ϵ2 ϵ1 1

 , (3.11)
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and λ and ϵi are given as follows, using small-valued λ0 > 0 and ϵ0 > 0 to avoid generation

of large perturbation torques by λ and ϵi.

λ = λ0exp(−µdet(CCT )), µ > 0 , (3.12)

ϵi = ϵ0 sin(ωt+ ϕi) (3.13)

where ω and ϕi are the angular frequency and phase used to apply the time-dependent

perturbation.

3.4.2 oDSR-LG steering control law

The steering control law oDSR-LG combines the methods of the oDSR and the local

gradient (null motion). This control law is given by

δ̇ = WCT (CWCT + λE)−1(ḣ/h0) +
[
I4 −CT (CCT )−1C

]
d1 . (3.14)

The second term is the null motion term, with d1 representing an arbitrary vector.

This vector must be appropriately selected for effective avoidance of singularities, and

the steering method is chosen to obtain steering control that maintains the steering

direction that keeps the condition number as close as possible to 1. With κ1 as the

Jacobian matrix C condition number, d1 is therefore selected by

d1 = −k
(
∂κ1
∂δ

)T

, k > 0 . (3.15)

3.5 ASCMG Steering Control Law

The ASCMG Jacobian matrix Q is given by

Q = [C,D] (3.16)

where

D =


(sin δ1 − sin δ3) sβ

(sin δ2 − sin δ4) sβ

(sin δ1 + sin δ2 + sin δ3 + sin δ4) cβ

 . (3.17)
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The steering control law constructed specifically for the ASCMG is described. In this

description, a fixed skew angle CMG steering control law is used as a basis of reference.

3.5.1 AS-oDSR law

The oDSR for the ASCMG (the adaptive-skew oDSR) contains one more dimension

than the fixed-skew oDSR, and is expressed as δ̇

β̇

 = WQT
(
QWQT + λE

)−1
(ḣ/h0) (3.18)

where the weighting matrix is

W =



W1 λ λ λ λ

λ W2 λ λ λ

λ λ W3 λ λ

λ λ λ W4 λ

λ λ λ λ W5


> 0 . (3.19)

3.5.2 AS-oDSR-LG

This steering law combines the oDSR for the ASCMG and the local gradient method,

and is written as δ̇

β̇

 = WQT (QWQT + λE)−1(ḣ/h0) +

[
I5 − W̃QT

(
QW̃QT

)−1

Q

]
W̃d2 (3.20)

where W̃ is the weighting matrix which positions null motion between the gimbal and

the skew angle, and d2 is chosen while referring to the case of the fixed skew angle CMG,

taking into account the skew angle changeability, as

d2 = −k


(
∂κ2
∂δ

)T

(
∂κ2
∂β

)
 , k > 0 (3.21)

where κ2 is the condition number of Jacobian matrix Q.
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3.5.3 GS-ASoDSR-LG

This gain-scheduled steering control law is designed to ensure smooth transfer from

the ASCMG to fixed steering control CMG. The previous system included an override

that brought the rate of skew angle change to zero when the skew angle reached the

system’s mechanical limit, to eliminate the possibility that the skew angle change would

continue beyond that limit. This override, however, raised concern that it might result in

a difference between the torque produced by the CMG and the command torque and thus

prevent achievement of the desired attitude movement. To overcome this, a means of

varying the weighting in correspondence with the skew angle was considered, for smooth

transfer

For this purpose, in the present study, the AS-oDSR weighting matrix W5 is formu-

lated as the following function, which generates a curve resembling an inverted bathtub

in correspondence with the skew angle:

W5 =
1

1 + e−a(β−βmin−ϵ)
· 1

1 + ea(β−βmax+ϵ)
(3.22)

where, a > 0, and ϵ is a small positive constant that begins to weaken the skew angle

function just before arrival at the limit angle. As illustrated by the example in Fig. 3.4,

the W5 weighting value approaches zero as the skew angle approaches the limit angle,

and the torque generating function of the skew angle thereby loses effect.

3.6 Numerical Simulation

An example of 180 deg rotation about the x-axis is considered. The values used in

the numerical simulation are listed in Table 3.1.

The simulation results in terms of gimbal-angle and satellite body-attitude history

are shown in Figs. 3.5 with oDSR-LG and Fig. 3.6 with oDSR for the fixed skew angle

CMG, and in Figs. 3.7 with AS-oDSR and Fig. 3.8 with AS-oDSR-LG for the ASCMG.

With oDSR, the CMG angular momentum remains at an internal singularity for

about 5 s starting from about 5 s. To avoid this singularity, it produces a torque per-

65



Figure 3.4: Example of W5 for gain scheduled control.

turbation about the satellite body axis in the direction of the y- or z-axis, which results

in the generation of small irregular fluctuations in the satellite attitude about the y-axis

or z-axis. It then reaches angular momentum saturation at about 15 s, and escapes

at about 58 s. With the oDSR-LG, after remaining at the internal singularity, the oc-

currence of competition between the oDSR and the local gradient method results in an

inability to escape. With the AS-oDSR and AS-oDSR-LG, the skew angle moves be-

low the initial angle to increase the satellite angular velocity about the x-axis until it

reaches the minimum angle limit (10 deg). On reaching angular momentum saturation

near 10 s, to avoid a singularity the skew angle departs from the minimum angle limit

temporarily, but then returns to it. This is followed, near 40 s with the AS-oDSR and

near 23 s with AS-oDSR-LG, by departure from the minimum angle limit that leads to

arrival at the maximum angle limit. This occurs because the increase in the skew angle

decreases the CMG angular momentum in the direction of the x-axis and causes earlier

angular velocity deceleration. With the AS-oDSR-LG, the attitude perturbation about

the y- and z-axes is smaller than with other methods, as an effect of the attempt by null

motion to avoid the singularity. With AS-oDSR-LG, the angular velocity of approach to
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Table 3.1: Simulation parameters.

Parameters Values Units

δ(0) [0, 0, 0, 0] rad

δ̇(0) [0, 0, 0, 0] rad/s

β(0) 54.73 deg

βmin, βmax 10, 80 deg

h0 0.044 Nms

J diag(2.5, 0.65, 1.11) kgm2

k 0.00008

Kp 0.09 I3 Nms

Kd 0.4242 I3 Nms/(rad/s)

λ0,µ 0.01, 10

ϵ0, ω 0.01, 0.5

ϕi 0, π/2, π

Wi 1, 1, 2, 3, 1

W̃ diag(1, 1, 1, 1, 100)

a 7 ～ 90

ϵ 0.05, 0.01, 0.005, 0.001

the end attitude is high and leads to overshoot. The overshoot is smaller, however, than

the overshoot that occurs with the AS-oDSR even though the angular velocity of the

approach to the end attitude with the AS-oDSR is lower than with AS-oDSR-LG. The

overshoot occurs because, with the skew angle already at the maximum angle limit, no

command attenuation torque can actually be produced despite issuance of the command

under the steering control law to increase the skew angle and thus produce the torque

needed to attenuate the angular velocity.

Table 3.2 outlines the gain-scheduled GS-AS-oDSR-LG property dependence on pa-

rameters a and ϵ of the weighting function W5. Figures 3.9 to 3.12 show the gain-
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scheduled properties found with four pairs of parameter values ((a = 10, ϵ = 0.05),

(a = 7, ϵ = 0.005), (a = 30, ϵ = 0.005), and (a = 90, ϵ = 0.005)) that yield very

large property differences. If ϵ is larger than 0.05 in the weighting function W5 for the

GS-AS-oDSR-LG, the range of skew angles that can be utilized to activate the ASCMG

mode narrows and in many cases the gain-scheduled property function is lost. As can

be seen from Table 3.2, with the value of ϵ at 0.05, the range of a values for which the

gain-scheduled properties cannot be utilized is quite large. Even with a = 10, which

permits utilization of the gain-scheduled properties, near 63 s and 93 s, it crosses gim-

bal angles for which, as shown by the example in Fig. 3.9, functional utilization as an

ordinary CMG is difficult because the operation is approaching condition number 1 and

the steering command to return to the former angle has been issued, and a discontinuity

occurs in the skew angle steering, with the result that the skew angle does not stabilize.

In the example shown in Fig. 3.8, on the other hand, the gimbal angle crosses the angles

at which it is difficult for the gimbal angle to function as a CMG before attitude settle-

ment. Settlement is therefore achieved at a specific angle, and is free from discontinuous

changes in skew angle because of the deceleration torque accompanying the change in

skew angle. The tendencies were found to arise in GS-AS-oDR-LG with ϵ values larger

than 0.05. An ϵ value less than or equal to 0.05 is therefore deemed desirable for effective

utilization of the gain-scheduled properties.

The changes that occur in the gain-scheduled properties when a is varied, with ϵ at

0.005 are next described. With small values of a, the shape of the weighting function

W5 becomes more trapezoidal than in Fig. 3.4. With large values of a, it becomes

more rectangular. When we set a = 7, thus going below the value of 10, then as

shown in Fig. 3.10, the gain-scheduled properties are not lost. However, it appears that

attenuation torque generation is dependent on the change in the gimbal angle rather

than the skew angle and, for the same reasons as in Fig. 3.9, a discontinuity occurs

for skew angle changes near 63 s and 93 s, during the end stage of attitude settlement.

Further reduction in the value of a results in loss of the gain-scheduled properties.

With a at about 30, in contrast, as shown in Fig. 3.11, the gain-scheduled properties
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Table 3.2: Properties of GS-AS-oDSR-LG with respect to a and ϵ.

 0.05 0.001 0.005 0.01 

 
 

 

 

2  

3  

4  

7  

8  

9  

No characteristics of gain scheduling 

Large damping torque by skew angle   Small damping torque by gimbal angles 

Middle damping torque by skew angle 

Middle damping torque by gimbal angles 

Small damping torque by skew angle     Large damping torque by gimbal angles 

Small damping torque by skew angle 

Large damping torque by gimbal angles 

No characteristics of gain scheduling 
Damping torque 

by skew angle 

Large 

Small 

Small 

are not lost and the skew-angle change and gimbal-angle change are effectively utilized

to produce the attenuation torque and reduce overshoot. Figure 3.11 shows the results

with the parameters in the range in which the gain-scheduled properties can be most

effectively utilized. The results confirm that in the end stage of the attitude change

the gimbal angle tends to approach zero and the skew angle tends to return toward the

original angular direction. This is desirable whenever the next attitude change is to be

performed about an axis different from the first attitude change axis (in this example,

the x-axis). The closer the skew angle is to its original value, the closer the Jacobian

matrix condition number is to 1, and the null motion term based on the local gradient

method tends to bring the condition number to 1. If a is further increased, as shown

for the large value of a = 90 in Fig. 3.12, the gain-scheduled properties are again lost

and it is evident that, as with AS-oDSR-LG, it becomes impossible to generate sufficient
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attenuation torque based on the gimbal angle alone without depending on the change

in skew angle, and overshoot therefore occurs. Table 3.3 is a summary of the observed

settling times. It shows that the settling times with the AS-oDSR-LG and GS-AS-oDSR-

LG are both shorter than that with the fixed skew angle CMG.

Consequently, the results show that with appropriate parameter selection, the steer-

ing control law in a gain-scheduled ASCMG with null motion (GS-AS-oDSR-LG), as

compared with fixed skew angle CMG steering control, results in less attitude perturba-

tion in early- and middle-stage of maneuver, a shorter settling time, and the same degree

of overshoot reduction in the end-stage of maneuver, and further that it tends to return

the skew angle to its original value.

Table 3.3: Comparison of settling times.

Controller Settling Time [s]

oDSR 95.12

oDSR-LG -

AS-oDSR 122.24

AS-oDSR-LG 81.38

GS-AS-oDSR-LG (a=10, ϵ=0.05) 81.88

(a=7, ϵ=0.005) 81.88

(a=30, ϵ=0.005) 81.54

(a=90, ϵ=0.005) 88.46
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3.7 Conclusion

In this chapter, cases were considered in which the change in skew angle begins at the

time of attitude change initiation and a steering control law incorporating the skew angle

was proposed. The law combines the oDSR and local gradient methods. With consider-

ation given to the limits in the range of skew-angle operation, the oDSR weighting gain

varies with skew angle, and a method is given for smooth transfer from ASCMG steering

control to fixed skew angle steering control. The results of numerical simulations show

that the ASCMG yields a shorter settling time and less attitude perturbation than the

fixed skew angle CMG, and that the skew angle reliably returns to its original value at

the end of the attitude change.
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Gimbal angles

Quaternion

Figure 3.5: Result for oDSR.
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Gimbal angles

Quaternion

Figure 3.6: Result for oDSR-LG.
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Gimbal angles

Quaternion

Figure 3.7: Result for AS-oDSR.
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Gimbal angles

Quaternion

Figure 3.8: Result for AS-oDSR-LG.
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Gimbal angles

Quaternion

Figure 3.9: Result for GS-AS-oDSR-LG(a=10, ϵ=0.05).
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Gimbal angles

Quaternion

Figure 3.10: Result for GS-AS-oDSR-LG(a=7, ϵ=0.005).
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Gimbal angles

Quaternion

Figure 3.11: Result for GS-AS-oDSR-LG(a=30, ϵ=0.005).
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Gimbal angles

Quaternion

Figure 3.12: Result for GS-AS-oDSR-LG(a=90, ϵ=0.005).
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Chapter 4

LMI-based Control Law for

Variable-Speed Control Moment

Gyros in Flexible Spacecraft

Nomenclature

C = Jacobian matrix of the CMG system associated with the gimbal angles

D = Jacobian matrix of the CMG system associated with the wheel speed

ê = eigen axis vector for the quaternion

gi = ith gimbal axis vector

h = angular momentum vector for the CMG system

H i = angular momentum vector of the ith CMG

Is = unit matrix of dimension s

J = inertia tensor for the spacecraft excluding the CMGs system

Jw = moment of inertia of each CMG wheel around rotation (= 2.0× 10−4 kgm2)

H0 = nominal angular moment of the CMG, Nms

Hi = angular momentum of the ith CMG, Nms

Hs = angular momentum vector of the spacecraft including the CMG system
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k = gain for the null motion

Kp,Kd = control gain matrices for quaternion feedback control

Q = Jacobian matrix for the VSCMG system (= [C,D])

q = quaternion

qe = quaternion error from the current attitude to the goal attitude

q̂ = first three elements of the quaternion

R = direction cosine matrix of the spacecraft attitude

S = sensitivity function

T = complementarity sensitivity function

T ext = external torque vector

u = command torque (Nms)

W i = symmetric weighting matrices, (i = 1, 2, 3)

Ws,Wt = weighting functions for the mixed sensitivity problem

β = pyramid skew angle (= 54.73 deg)

δ = gimbal angle vector (= (δ1, δ2, δ3, δ4)
T )

δi = gimbal angle of the ith CMG

κ1, κ2 = condition numbers associated with Jacobian matrices C and D, respectively

Φ = eigenvector for the generalized eigenvalue problem

ω = spacecraft angular velocity (= (ω1, ω2, ω3)
T )

Ωi = rotational speed of ith CMG (rad/s)

Ω = CMG wheel rotational speed vector (= (Ω1,Ω2,Ω3,Ω4)
T ), rad/s

4.1 Introduction

Spacecraft attitude control is necessary to smoothly accomplish many missions. Since

the first manned space vehicle was launched, the size of spacecraft has increased. As

spacecraft have become larger, solar panels installed on them have also become larger

so that they may supply sufficient electric power to the spacecraft. Increasing the size
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of solar panels lowers their natural vibration frequency. Because of these low natural

frequencies, solar panels are likely to experience vibrations during attitude maneuvers.

Such vibrations are undesirable when undertaking missions because the spacecraft atti-

tude may become unstable if vibrations are not taken into consideration. To suppress

the vibrations of these flexible structures, H∞ methods are considered.

H∞ methods are used in modern control theory to design controllers that can suppress

vibrations and stabilize the spacecraft with guaranteed control performance [1–3]. To

obtain the desired controller, H∞ methods access the transfer function by using the

H∞ norm, which gives the maximum output of the transfer function with respect to

the input. If the H∞ norm is small, the designed controller will successfully suppress

the vibrations and stabilize the spacecraft with guaranteed control performance. In

particular, the linear matrix inequality (LMI)-based H∞ controller design method is

suitable for obtaining the desired controller by solving a convex optimization even if the

control system and the requirement are complicated.

Spacecraft need actuators, such as thrusters, to realize calculated command control

torques, as well as momentum-exchange torque generators, specifically reaction wheels

(RWs) and control moment gyros (CMGs). As mentioned earlier, spacecraft tend to

increase in size as missions become increasingly complicated. Large spacecraft require

a large output torque for attitude maneuvering because of their large moment of in-

ertia. Thus, momentum-exchange torque generators are necessary for large spacecraft

to generate a high output torque. CMG systems are more suitable than RWs for this

purpose.

CMG systems can be classified into two types based on the degrees of freedom of

each CMG: single-gimbal CMGs (SGCMGs) and double-gimbal CMGs (DGCMGs).

SGCMGs can generate a higher torque than DGCMGs. SGCMG systems are mechani-

cally simpler than DGCMG systems, but producing a torque around an arbitrary direc-

tion generally requires more than three SGCMGs for three-axis attitude control. Even

when four SGCMGs are used, SGCMG systems have more critical singularity problems

than DGCMGs. SGCMG systems suffer from a singularity problem when the number
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of CMG units is less than six. Numerous studies have been conducted in an attempt to

overcome the singularity problem for SGCMGs [4–14] and single-gimbal variable-speed

CMGs (VSCMGs) [15–20], which have more functions than a typical SGCMG.

VSCMG systems have functions of both CMGs and RWs. The control torques gener-

ated by CMGs are much larger than those generated by RWs. It is preferable to use the

maximum angular momentum of the CMGs to rapidly maneuver the spacecraft attitude.

Conversely, RWs are more effective at maintaining the spacecraft at the desired attitude

in the presence of an external disturbance because the control torques generated by RWs

are more precise than those generated by CMGs. Considering the advantages of CMGs

and RWs, VSCMG systems can use the CMG mode for fast attitude maneuvering and

the RW mode for precise attitude stabilization in the target direction.

From the above key points regarding H∞ methods and VSCMG systems, the sole

use of the LMI-based H∞ controller is insufficient to calculate the command control

torque that can suppress the vibration of flexible structures and stabilize the spacecraft

with guaranteed control performance when dealing with a large spacecraft. For such

a spacecraft, VSCMGs should be used in addition to the H∞ controller to realize the

large command control torque required to control the spacecraft attitude by using the

CMG mode and the small torque required to stabilize the spacecraft and suppress the

vibration of the flexible structures near the end of the maneuver by using the RW mode.

Past studies [21,22] have considered LMI-based controller designs for DGCMG systems

or DGVSCMG systems. In these papers, a model of the spacecraft was used to construct

a linear parameter-varying (LPV) model while considering DGCMG or DGVSCMG sys-

tems. Then, LPV state feedback control was designed by solving a convex optimization

problem using LMI. The algorithm proposed in these studies was shown to be successful

in the design of gain-scheduled LPV state-feedback controllers, and the effectiveness of

these controllers for DGCMG and DGVSCMG was demonstrated. However, these stud-

ies did not consider a spacecraft equipped with flexible structures. Conversely, other past

studies [23,24] have analyzed LMI-based controllers for DGCMG systems by considering

the suppression of the vibration. In these papers, DGCMG systems were assessed for
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their ability to suppress vibrations in medium-sized or small structures. These studies

showed the effectiveness of the design method based on H∞ control using LMI. However,

these studies did not consider fast attitude maneuvering.

In contrast to these past studies, it is important to consider both fast, stable attitude

maneuvering and the vibration suppression of flexible structures because in the near

future, spacecraft will continue to grow in size to be able to simultaneously accomplish

numerous missions. Therefore, this study investigates the use of a pyramid-type variable-

speed four-SGCMG system that is suitable for the fast attitude maneuvering of the

spacecraft. Additionally, an LMI-based controller is designed to generate the command

control torque for a spacecraft equipped with flexible structures. In this study, we

consider a controller to generate the command control torque and a steering controller.

The proposed controller is designed by H∞ synthesis via LMI taking into consid-

eration the characteristics of the wheel dynamics of the experimental VSCMG setup

developed in our laboratory, which is expressed as a second-order system with differ-

ent characteristics for the acceleration and deceleration cases. In particular, the RW

mode will be activated to realize the command torque generated by the abovementioned

controller for precise attitude stabilization and vibration suppression at the end of a

maneuver. Furthermore, to realize the command control torque generated by the above-

mentioned controller, it is desirable to use the CMG mode for fast attitude maneuvering

when the attitude error is large and to use the RW mode for vibration suppression and

precise attitude stabilization in the target direction when the attitude error is small.

To achieve a smooth mode transition in the VSCMG, the CMG and RW modes can be

selected by employing the gain-scheduled steering control law that is adopted for the

VSCMG in this study. The proposed gain-scheduled steering law consists of the general-

ized singularity-robust (GSR) term and the local gradient-based null motion (LG) term

for the VSCMGs. These two terms are weighted using weighting matrices. The elements

in the weighting matrices related to the CMG and RW modes are changed according

to the attitude errors and condition numbers for the two modes. The gradient-based

null motion is employed to set the gimbal angle to a suitable value for the RW mode
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to effectively stabilize the spacecraft attitude at the end of a maneuver. This proposed

steering control law contributes to the effective utilization of the VSCMG system, which

has characteristics of both CMG and RW systems.

Numerical simulations are carried out, and their results demonstrate the effectiveness

of the proposed steering control law for attitude stabilization, vibration suppression, and

transitioning between the CMG and RW modes. However, the LMI-based H∞ controller

cannot be simply applied to the VSCMG system, because the VSCMG system is a

nonlinear system whereas the designed H∞ controller is linear. If we apply the linear

H∞ controller to a nonlinear system, the effectiveness of the controller is guaranteed

only near the end of a maneuver [25–29]. Thus, the proposed H∞ control law will be

applied for a short time at the beginning and near the end of a maneuver in the numerical

simulation.

4.2 Variable-Speed Control Moment Gyros

The pyramid-array variable-speed four-SGCMG system proposed in this study is

shown in Fig. 4.1. The skew angle β for the pyramid array CMG is usually set to β =

54.73 deg, because the momentum envelope, which represents the maximum available

angular moment of the CMG for an attitude maneuver, becomes nearly spherical. The

wheel speed of the flywheel is treated as a variable in VSCMG systems. From this point

of view, VSCMG systems can be considered hybrid systems with characteristics of both

SGCMG and RW systems. A conceptual transition diagram for the steering control law

for our VSCMG system is shown in Fig. 4.2. The CMG mode can generate a much

larger control torque than the RW mode. The spacecraft achieves fast rotational motion

by using the CMG mode when the attitude error is large. The VSCMG mode takes a

middle position between the CMG and RW modes and should be activated when the

attitude error is small. The RW mode can more precisely generate the control torque

than the CMG mode. Thus, the RW mode should be activated for the precise attitude

stabilization at the end of a maneuver. Mode transitions between the CMG and RW
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modes were considered for the scissor CMG system ( [30]). In this study, a similar

mode transition method is considered for the pyramid-type variable-speed four-SGCMG

system.

Figure 4.1: Pyramid-type variable-speed four-SGCMG system.

4.2.1 Jacobian matrix of VSCMG

The total angular momentum of the pyramid-array VSCMG is given by

h = H1


− cos β sin δ1

cos δ1

sin β sin δ1

+H2


− cos δ2

− cos β sin δ2

sin β sin δ2



+ H3


cos β sin δ3

− cos δ3

sin β sin δ3

+H4


cos δ4

cos β sin δ4

sin β sin δ4

 (4.1)

where Hi is the angular momentum of the ith CMG unit around the wheel spin axis

and is given by JωΩi. Considering that the wheel speed Ωi in the VSCMGs is variable

and assuming that the moment of inertia of the CMG wheel unit about all axes other

than the spin axis can be neglected, the time derivative of the angular momentum of the
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Figure 4.2: Conceptual transition diagram for VSCMG.

VSCMG is obtained as

ḣ =
4∑

i=1

∂H i

∂δi
δ̇i +

4∑
i=1

∂H i

∂Ωi

Ω̇i =
[
C D

] δ̇

Ω̇

 (4.2)

where [ C D ](= Q) is the Jacobian matrix with respect to the gimbal angles and

wheel speed, and is given as

C =


−H1 cos β cos δ1

−H1 sin δ1

H1 sin β cos δ1

H2 sin δ2

−H2 cos β cos δ2

H2 sin β cos δ2

H3 cos β cos δ3

H3 sin δ3

H3 sin β cos δ3

−H4 sin δ4

H4 cos β cos δ4

H4 sin β cos δ4

 ,
(4.3)

D = Jw


cos β sin δ1

cos δ1

sin β cos δ1

− cos δ2

− cos β sin δ2

sin β cos δ2

cos β cos δ3

− cos δ3

sin β cos δ3

cos δ4

cos β sin δ4

sin β sin δ4

 . (4.4)

These two matrices are related to the CMG and RW modes, respectively.
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4.2.2 Condition number analysis of Jacobian matrices

In this study, the condition numbers for the matrices C and D are analyzed with

respect to the gimbal angle. CMGs can generate a larger torque than RWs, but CMGs are

inferior to RWs regarding the generation of a sufficiently precise small torque because

of the limited resolution of the gimbal angle control. In contrast, RWs do not have

such limited resolution for the generated torque. Therefore, the RW mode is suitable

for attitude stabilization near the end of a maneuver. The objective of the condition

number analysis is to determine suitable gimbal angles for the activation of the RW

mode at the end of the maneuver. Assuming that the total angular momentum of a

spacecraft equipped with a CMG system is zero, the angular momentum of the CMG

system becomes zero at the end of the attitude maneuver. A set of gimbal angles that

yield a zero angular momentum of the CMGs can be obtained by employing the null

motion from gimbal angles of zero, i.e., δ = (δ,−δ, δ,−δ)T . This set of gimbal angles

implies that the signs of the gimbal angles of CMGs facing each other are the same and

those of neighboring CMGs are opposite. Figure 4.3 shows the condition numbers for

the Jacobian matrices C and D with respect to the gimbal angle δ. When the gimbal

angle is 0 deg or 60 deg, the condition number κ1 for the CMG mode is small, and the

condition number κ2 for the RW mode is large. Conversely, when the gimbal angle is

30 deg or 90 deg, the condition number κ2 for the RW mode is small, and the condition

number κ1 for the CMG mode is large. Based on these results, the following three points

can be addressed.

(1) A gimbal angle of 0 deg or 60 deg is desirable to effectively utilize the CMG mode.

(2) A gimbal angle of 30 deg or 90 deg is desirable to effectively utilize the RW mode.

(3) A gimbal angle of 15 deg or 75 deg is desirable to effectively utilize the CMG and

RW modes simultaneously (i.e., the VSCMG mode) if the CMG and RW modes

can generate equal attitude control torques.
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Figure 4.3: Condition number vs. gimbal angle.

In this study, a gimbal angle of 30 deg or 90 deg should be chosen near the end of

the maneuver to activate the RW mode because it is intended to activate the RW mode

and deactivate the CMG mode near the end of a maneuver.

4.2.3 Wheel rotational dynamics

A CMG flywheel cannot quickly respond to a rotational acceleration or deceleration

command because of the mechanical and electrical limitations of the motor driving the

rotational motion of the wheel and the moment of inertia of the wheel. In this subsection,

the wheel dynamics are addressed to precisely simulate the rotational motion of the

wheel and the attitude motion of a spacecraft controlled by the VSCMG system in our

laboratory. In the experimental setup of the VSCMG system, the rotational motion

of the CMG flywheel is derived using a brushless direct current (DC) electric motor

and the rotational speed is measured using a hall-effect sensor. To precisely obtain

the characteristics of the wheel dynamics, we measured the time response of the wheel

rotational speed to the command wheel speed, which is given in a step form. The moment

of inertia of the control moment gyro wheel around the spin axis is 2.07×10−4 kgm2. An

acceleration case (from 1500 to 3000 rpm) and a deceleration case (from 3000 to 1500
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Table 4.1: Wheel dynamics parameters.

Acceleration case Deceleration case

P 0.127 0.317

tp 45.7 s 64.9 s

ζ 0.549 0.343

ωn 0.0822 rad/s 0.0515 rad/s

rpm) are studied. Figures 4.4(a) and 4.4(b) show the step responses of the wheel speed

for the acceleration and deceleration cases, respectively. The responses of the wheel

speed are similar to the step response of a second-order system with a damping ratio of

nearly 0.5, as shown in the figures. The characteristic equation of such a second-order

system can be expressed as

s2 + 2ζωns+ ω2
n = 0 (4.5)

where ζ is the damping ratio and ωn is the natural angular frequency. These two pa-

rameters can be estimated from the overshoot P and overshoot timing tp as follows:

ζ =
| logP |√

π2 + | logP |2
, (4.6)

ωn =
π

tp
√
1− ζ2

. (4.7)

The overshoot P and overshoot timing tp are measured from the experimental results.

Table 4.1 shows the overshoot and overshoot timing measured from the experimental

results and the estimated parameters ζ and ωn for the wheel rotational speed dynamics.

These estimated parameters are used for the numerical simulations.

4.3 Modeling of Flexible Spacecraft

The equations of motion for the spacecraft describe the translational, rotational, and

vibrational motion of the flexible structure. It is assumed that the spacecraft is equipped

with flexible structures and a CMG system, which maneuvers the attitude. First, the
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Figure 4.4: Time response of wheel speed for (a) acceleration and (b) deceleration.
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equations of motion for a rigid spacecraft using a CMG system for the maneuvering

of the attitude are introduced. Subsequently, the equations of motion for a spacecraft

equipped with a flexible structure are derived. In this section, a spacecraft is assumed

to be equipped with two flexible solar panels, as shown in Fig. 4.5. The in-plane, out-

of-plane, and torsional vibrations of the flexible structure affect the spacecraft. If the

spacecraft rotates around the x-axis, the out-of-plane vibration of the flexible structure

affects the spacecraft motion around the x-axis. The in-plane and torsional vibration of

the flexible structure affects the spacecraft motion around the z- and y-axes, respectively.

Figure 4.5: Spacecraft equipped with flexible structures.

4.4 Equations of Motion

4.4.1 Equations of motion for CMG systems

The total angular momentum vector, which consists of the angular momentum of the

main body of the spacecraft and the CMG angular momentum, is expressed as

Hs = Jω + h . (4.8)

The rotational equation of motion for a rigid spacecraft using momentum-exchange ac-

tuators, such as CMG systems, is given by

Ḣs + ω ×Hs = T ext . (4.9)
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Equations (4.8) and (4.9) are combined to yield

Jω̇ + ḣ+ ω × (Jω + h) = T ext . (4.10)

Introducing the internal control torque vector generated by the CMGs (denoted by u =

(u1, u2, u3)
T ), Eq. (4.10) is rewritten as

Jω̇ + ω × Jω = u+ T ext , (4.11)

u = −ḣ− ω × h . (4.12)

4.4.2 Constrained mode model

The equations of vibrational motion of the flexible structure are considered. The

vibrational motion can be expressed as

Mξ̈ +Eξ̇ +Kξ = 0 (4.13)

where M , E, and K are the mass, damping, and stiffness matrices, respectively, and

ξ ∈ Rn is the displacement vector at the nodes of the finite element. The above equations

need to be expressed in a modal coordinate system to design the controller. To obtain

a modal coordinate system, a generalized eigenvalue problem is solved. The obtained

modal coordinate system can be expressed as

M̄η̈ + Ēη̇ + K̄η = 0 (4.14)

where M̄ , Ē, and K̄ are diagonal matrices. These diagonal matrices have modal pa-

rameters that consist of the modal mass, frequency, and damping ratio, respectively.

By combining this normalized, diagonalized equation for the flexible structure with the

translational and rotational motion, the constrained mode model can be obtained as

mẍ+ ρ0η̈ = F t , (4.15)

Jθ̈ + ρ1η̈ = F r , (4.16)

ρT
0 ẍ+ ρ1θ̇ + η̈ + Ēη̇ + K̄η = 0 (4.17)
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where x ∈ R3, θ ∈ R3, and η ∈ Rn are the displacement, rotational angle, and modal

coordinate, respectively. In addition, m ∈ R3×3, J ∈ R3×3, ρ0 ∈ R3×n, ρ1 ∈ R3×n,

Ē ∈ Rn×n, K̄ ∈ Rn×n, F t and F r are the mass matrix, moment of inertia tensor, zeroth

and first interference matrices, damping matrix, rigidity matrix, translational force and

rotational torque, respectively.

However, the translational motion should be removed from the constrained mode

model when designing the attitude controller because translational motion is generally

uncontrollable and unobservable from the viewpoint of attitude control. In addition, the

rotational motion becomes the motion of the low-dimensional parameterizations. In this

study, five vibration modes are considered as the constrained modal parameters, that is,

n = 5. The modal frequency and damping ratio of the constrained modal parameters are

listed in Table 4.2. These parameters are chosen by referring to [31]. The constrained

mode model for the controller design can be derived from

M̂p̈+ Êṗ+ K̂p = L̂F r , (4.18)

y = Ĥp (4.19)

where p = [θT ηT ]T and

M̂ =

 J ρ1

ρT
1 I5

 ∈ R8×8 ,

K̂ =

 0 0

0 K̄

 ∈ R8×8 ,

Ê =

 0 0

0 Ē

 ∈ R8×8 ,

L̂ =

 I3

05×3

 ∈ R8×3 ,

Ĥ = L̂
T
∈ R3×8 .
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Table 4.2: Constrained modal parameters.

Mode No. (i) Modal frequency (Hz) Damping ratio

1 1.00 0.05

2 3.94 0.05

3 11.83 0.05

4 12.52 0.05

5 17.37 0.05

4.4.3 Non-constrained mode model

The obtained constrained mode model is converted into a non-constrained mode

model, which is expressed by Eqs. (4.20) and (4.21). By solving the generalized eigen-

value problem K̂Φ = σM̂Φ, the non-constrained mode model can be derived as

µ̈+∆µ̇+Λµ = ΦT L̂F r , (4.20)

y = L̂
T
Φµ (4.21)

where the eigenvector of the generalized eigenvalue problem for conversion, Φ, can be

expressed as

Φ =

 J− 1
2 Ψ

05×3 Θ

 (4.22)

where Θ ∈ R5×5 is a diagonal matrix, and Ψ = [ψ1, ψ2, · · · , ψ5]. Therefore, Eq. (4.20)

is converted as follows:

η̈r = J− 1
2 , (4.23)

η̈f + 2νσηf + σ2ηf = ΨTF r (4.24)

where ηr is the rigid body mode, ηf is the flexible mode, and σ is the non-constrained

mode frequency. In addition, µ = [ηT
r ηT

f ]
T can be translated to p = [θT ηT ]T by using

Φ, as

p = Φµ . (4.25)
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Table 4.3: Modal parameters.

Mode No. (i) σi (Hz) ψi νi

0 0.00 J− 1
2 0.00

1 1.04 -0.273 0.05

2 3.96 -0.073 0.05

3 11.92 0.158 0.05

4 12.57 -0.074 0.05

5 17.45 -0.091 0.05

Equation (4.24) is converted as

θ̇ = J−1F r +Ψηf . (4.26)

Equation (4.26) is similar to Eq. (4.11). By adding the second term on the left-hand side

of Eq. (4.11) (= −J−1(ω×Jω)), Eq. (4.26) can be made equivalent to Eq. (4.11). The

natural frequency of this model is stored because the vibration of the non-constrained

mode model can be expressed as an additive error. However, in the constrained mode

model, the natural frequency changes if the higher vibration is cut off. Thus, the con-

strained mode model is not suitable for the design of the controller. For this reason, the

non-constrained mode model is used to design the controller in this study. The modal

parameters of the non-constrained mode model are listed in Table 4.3. These parameters

are chosen by referring to [31]. In this study, the rigid body mode (No. 0) and the first

flexible mode (No. 1) of the out-of-plane vibrational motion are treated as a control

model for the design of the controller. Other modes are treated as a residual model.
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4.5 Quaternion

In this study, a quaternion is used to express the attitude of the spacecraft. A

quaternion vector q(= (q1, q2, q3, q4)
T = (q̂T , q4)

T ) is defined as

q =

 q̂

q4

 =

 ê sin(φ/2)

cos(φ/2)

 (4.27)

where ê is the eigen axis unit vector for rotation, and φ is the rotational angle. The direct

cosine matrix from the inertial frame to the body frame R is given using quaternions as

R =


1− 2(q22 + q23) 2(q1q2 + q3q4) 2(q1q3 − q2q4)

2(q1q2 − q3q4) 1− 2(q21 + q23) 2(q2q3 + q1q4)

2(q1q3 + q2q4) 2(q2q3 − q1q4) 1− 2(q21 + q22)

 . (4.28)

The differential equations describing quaternion kinematics are given by
q̇1

q̇2

q̇3

q̇4

 =
1

2


0 ω3 −ω2 ω1

−ω3 0 ω1 ω2

ω2 −ω1 0 ω3

−ω1 −ω2 −ω3 0




q1

q2

q3

q4

 (4.29)

or

q̇ =
1

2

 q4ω − ω × q̂

−ωT q̂

 . (4.30)

A quaternion vector is well suited for on-board real-time computation. In addition, a

quaternion vector has no singular points. The attitude error quaternions are computed

using the desired or commanded attitude quaternions and the current attitude quater-

nions as 
qe1

qe2

qe3

qe4

 =


qc4 qc3 −qc2 −qc1
−qc3 qc4 qc1 −qc2
qc2 −qc1 qc4 −qc3
qc1 qc2 qc3 qc4




q1

q2

q3

q4

 (4.31)

where qei is the i th attitude quaternion and qc is the i the desired or commanded attitude

quaternion. If the fastest attitude control laws are required, the quaternion feedback
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control law can be a candidate. The following quaternion feedback control ( [32]) can be

considered for real-time implementation to determine the commanded torque:

u = −Kpq̂e −Kdω . (4.32)

Hereafter, for simplicity, it is assumed that the desired attitude is the inertial frame. In

this case, the attitude error quaternion is idential to the current attitude quaternion,

that is qe = q.

4.6 H∞ Methods

As previously mentioned, because spacecraft have been increasing in size each year,

solar panels installed on large spacecraft have increased in size as well and thus have a

lower natural vibration frequency. Because of the decreased natural frequency, vibrations

may be excited on the solar panels. The modeling of flexible spacecraft is necessary

in order to design an effective controller to stabilize the spacecraft and suppress the

vibration of flexible structures. The governing equations for the vibrational motion

should be mathematically expressed by ideal equations.

Because the dimension of the controller is finite, the controller is designed using the

equations of motion in the form of low-dimensional parameterizations. H∞ methods are

used in modern control theory to design controllers that can achieve stabilization with

guaranteed control performance. To obtain the desired controller, H∞ methods access

the transfer function by using the H∞ norm. This H∞ norm yields the maximum output

of the transfer function with respect to the input. If the H∞ norm is small, the designed

controller will achieve stabilization with guaranteed control performance. Because H∞

methods are highly robust, they can overcome the VSCMG system problems associated

with the modeling error for the flexible structures and the characteristics of the RW.

This control theory will show high robustness and precise convergence performance.

In this section, an H∞ controller is designed, which guarantees precise convergence

performance against spates of residual vibrations excited on a flexible appendage installed
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in the spacecraft equipped with the VSCMG system, which has flywheel dynamics and

RW and CMG systems. In addition, the H∞ controller will be applied for a short time or

near the end of a maneuver, considering that the H∞ controller cannot be simply applied

to CMG systems, because CMG systems are nonlinear. During the period in which the

H∞ controller is not applied, the quaternion feedback controller (Eq. (4.32)) is used

instead to determine the attitude control torques for the spacecraft. The effectiveness of

the proposed H∞ controller for the VSCMG system will be demonstrated numerically.

4.6.1 Mixed sensitivity problem

The generalized plant is shown in Fig. 4.6. The accuracy of the target state and

the robustness against the modeling error for the controlled system are very important.

However, it is difficult to simultaneously achieve these two characteristics in a wide

frequency band. Taking this problem into consideration, these two characteristics are

treated as a mixed sensitivity problem by introducing two weighting functions Wt and

Ws to divide the frequency band into high and low frequency bands. ϖ is assumed to

be the target state of the output y. The purpose of the controller is achieved if the

difference zs between y and ϖ is zero, i.e., if y traces ϖ. The transfer function from

ϖ to zs can be expressed as

zs = −S(s)ϖ , (4.33)

S(s) = (I + P (s)K(s))−1 . (4.34)

From Eq. (4.33), if ||S(s)||∞ is made to be as small as possible, the difference zs

between y and ϖ is small. This transfer function is called the sensitivity function. If it

is intended to assess the efficiency of the convergence to the target state in this manner, it

is necessary to consider the minimization of the evaluation function ||S(s)||∞. However,

it is not optimal to minimize the evaluation function over the entire frequency band.

This is because, for example, if the heavy robot arm traces the target state in the

high frequency band, the actuator of the robot arm will be broken. To overcome this

problem, the weighting function Ws should be employed. By employing the weighting
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function Ws, the gain of S(s) becomes small in the low frequency band. As a result, the

controller will be able to achieve convergence in the low frequency band. A numerical

model of the actual controlled system is used for designing the controller and controlling

the actual system. However, there is a difference between the numerical model and the

actual controlled system. It is necessary to design the controller to stabilize not only

the numerical model but also the actual controlled system to ensure robustness. Let the

actual transfer function and the transfer function of the numerical model be represented

as P r(s) and P (s), respectively. The actual transfer function P r(s) can be expressed as

P r(s) = P (s) +∆a(s) (4.35)

where ∆a(s) is the additional error. To apply a limit to ∆a(s), the weighting function

Wt should be employed for stabilization in the high frequency band as

|∆a(s)| < |Wt| . (4.36)

The transfer function T from ϖ to zt in Fig. 4.6 can be expressed as

T (s) = (I + P (s)K(s))−1K(s) . (4.37)

If ||WtT (s)||∞ is made as small as possible, the robustness of the modeling error can be

guaranteed.

Figure 4.6: Generalized plant.
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4.7 Generalized Plant Design

The damping matrix ∆, the stiffness matrix Λ, and the input matrix Γ for the

non-constrained mode model are divided into the control mode c and the residual mode

r.

∆ =

 ∆c 0nc×nr

0nr×nc ∆r

 , Λ =

 Λc 0nc×nr

0nr×nc Λr

 , ΦTL = Γ =

 Γc

Γr

 (4.38)

where ∆c ∈ Rnc×nc , Λc ∈ Rnc×nc and Γc ∈ Rnc are the matrices of the control mode c,

and ∆r ∈ Rnr×nr , Λr ∈ Rnr×nr and Γr ∈ Rnr are the matrices of the residual mode r.

The nominal plant P is provided by the control mode c.

ẋ = Acx+Bcu , y = Ccx , (4.39)

Ac =

 0nc×nc Inc

−Λc −∆c

 , Bc =

 0nc×1

Γc

 , Cc = [ΓT
c 01×nc ] . (4.40)

An additional error ∆a(s) is provided by the residual mode r. The weighting function

Wt is designed to limit this additional error. In addition, the wheel dynamics can be

considered as a characteristic of the VSCMG system. The error for the wheel dynamics is

regarded as the additional error. To stabilize the control system in a high bandwidth, the

weighting function Wt is designed to be larger than the singular value of the additional

error for the residual mode r and the wheel dynamics. In this section, two weighting

functions Wt1 and Wt2 are used for different purposes in accordance with their use.

First, the weighting function Wt1 is considered when the RW mode is activated and the

attitude error is small. The weighting function Wt1 should be designed to guarantee the

robustness of the residual mode r and the difference between the wheel dynamics in the

acceleration and deceleration cases. The selected weighting function Wt1 is defined as

Wt1(s) =
0.001s+ 2000

6000s+ 1000
. (4.41)

The frequency responses of the chosen weighting function Wt1, the residual mode r,

and the wheel dynamics in the acceleration and deceleration cases are shown in Fig.
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4.7. The residual mode r has a maximum singular value at four frequency bands (3.96,

11.92, 12.57, and 17.45 Hz). The wheel dynamics have a maximum singular value at two

frequency bands (0.007 Hz and 0.009 Hz). To guarantee the robustness of the controller

in the low-dimensional parameterization, the weighting function Wt1 (Eq. (4.41)) is

designed such that the singular value of Wt1 is larger than the singular value of the

residual mode r and the additional error for the wheel dynamics in all frequency bands.

Next, a case is considered in which the RW mode is not activated and the attitude error

is large. In other words, the weighting function Wt2 can be designed without considering

the robustness of the controller against the difference between the wheel dynamics in

the acceleration and deceleration cases when the attitude error is large. The weighting

function Wt2 can be designed to guarantee robustness against only the residual mode r.

The selected weighting function Wt2 is defined as

Wt2(s) =
0.001s+ 1000

3500s+ 1000
. (4.42)

The frequency responses of the chosen weighting function Wt2 and the residual mode

r are shown in Fig. 4.8. The residual mode r has a maximum singular value at four

frequency bands (3.96, 11.92, 12.57, and 17.45 Hz). To guarantee the robustness of the

controller against the low-dimensional parameterization, the weighting functionWt2 (Eq.

(4.42)) is designed such that the singular values of Wt2 are larger than the singular value

of the residual mode r in all frequency bands.

The weighting function Ws is designed to be large in the low frequency band because

the system requires the convergence to the target state to be highly accurate. This design

of the weighting function Ws guarantees control in the low frequency band. Ws is given

in the form of a transfer function as

Ws =
10000

50000s+ 1
. (4.43)

The weighting functions Ws, Wt1, and Wt2 are designed to satisfy the mixed sensitivity

problem. If ||WsS(s)||∞ is less than one and is made to be as small as possible, control-

lability can be guaranteed by the small gain theorem. Furthermore, if ||WtT (s)||∞ is less
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Figure 4.7: Frequency responses of Wt1, wheel dynamics, and residual mode r.

Figure 4.8: Frequency responses of Wt2 and residual mode r.
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than one and is made to be as small as possible, the robustness against the modeling

error can be guaranteed by the small gain theorem. To prove that the small gain theorem

holds, Figs. 4.9-4.12 show the frequency responses of the above weighting functions and

the transfer functions S and T .

Figure 4.9: Frequency responses of 1/Ws and S when the RW mode is activated.

Figure 4.10: Frequency responses of 1/Wt1 and T when the RW mode is activated.

The weighting functions Ws, Wt1, and Wt2, which are used to design the LMI-based

H∞ controller, satisfy the mixed sensitivity problem. Therefore, the LMI-based H∞
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Figure 4.11: Frequency responses of 1/Ws and S when the CMG mode is activated.

Figure 4.12: Frequency responses of 1/Wt2 and T when the CMG mode is activated.
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controller, which use these weighting functions, can guarantee high robustness and con-

trollability. Finally, the equations for the generalized plant can be expressed in the state

space form as

ẋ =


Ac 08×3 08×3

BsCc As 03×3

03×8 03×3 At

x+


08×3

Bs

03×3

ϖ +


Bc

03×3

Bt

u , (4.44)

z =

 03×8 03×3 Ct

DsCc Cs 03×3

x+

 03×3

Ds

ϖ +

 Dt

03×3

u , (4.45)

y =
[
Cc 03×3 03×3

]
x+ϖ . (4.46)

4.7.1 Linear matrix inequality

The control theorem for the linear matrix inequality differs from the previous con-

trol theorem. The previous control theorem obtained a controller using the calculation

formula, which was solved analytically. Conversely, the control theorem for the linear

matrix inequality obtains a controller by numerically solving the inequality of the con-

trol algorithm. Furthermore, though the multi-objective control problem is difficult to

solve analytically, an LMI-based controller can be used for this problem. In this section,

controller design is considered as a multi-objective control problem. To solve such a

problem, a mixed H2/H∞ control is considered. The state feedback controller K∞ is

expressed as

K∞ = Y X−1 . (4.47)

Furthermore, the closed-loop system is derived by combining the generalized plant and

the controller K∞. The state equation for the closed-loop system can be expressed as

ẋclose(t) = Aclxclose(t) +Bclϖ(t) , (4.48)

zs,t(t) = Cclxclose(t) +Dclϖ(t) , (4.49) Acl Bcl

Ccl Dcl

 =

 A+B2K∞ B1

C1,2 +D12,22K∞ D11,21

 . (4.50)
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The LMI conditions for the above closed-loop system can be expressed as


He(AX +B2Y ) B1 (C1X +D12Y )T

BT
1 −Inϖ DT

11

C1X +D12Y D11 −Inzt

 < 0 , (4.51)

 He(AX +B2Y ) (C2X +D22Y )T

C2X +D22Y −Inzs

 < 0 , (4.52)

 Ξ BT
1

B1 X

 > 0, trace(Ξ) < γ22 (4.53)

where X ∈ R14×14 and Y ∈ Rnu×14 are the matrices to solve the LMI conditions. The

evaluation output zt is evaluated by the H∞ norm. Equation (4.51) shows the LMI

condition for the evaluation output zt with reference to the robustness. The evaluation

output zs is evaluated by the H2 norm. Equations (4.52) and (4.53) show the LMI

condition for the evaluation output zs with reference to the controllability. The necessary

and sufficient condition for the existence of the controller K∞ is that it fulfills the LMI

conditions of Eqs. (4.51), (4.52), and (4.53). If these LMI conditions are solvable, the

desired controller K∞ that stabilizes the closed-loop system Gclose is obtained. The

obtained controller generates the command control torque to maneuver the attitude

of the spacecraft. As mentioned earlier, the three weighting functions are designed for

different purposes in accordance with their use. Therefore, the controllers K∞ should be

designed for two patterns in accordance with these two weighting functions to generate

the desired command control torque. However, because the controllers K∞ are designed

using linear control design methods, they should be used for a short time at the beginning

and near the end of a maneuver. The quaternion feedback controller (Eq. (4.32)) is used

to determine the command torques for the attitude maneuvering of the spacecraft instead

of the H∞ controller during the period in which the H∞ controller is not applied.
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4.8 Gain-Scheduled Steering Law for VSCMG

To realize the command control torque demanded by the controllers, the steering

law for the VSCMG system is considered. The gain-scheduled steering control law for

the VSCMG system consists of a GSR term and an LG term, which are weighted by

weighting matrices. These weighting matrices are related to the CMG and RW modes,

and the elements in these matrices vary according to the attitude error and condition

number for the Jacobian matrix.

4.8.1 Singularity-robust inverse

If the pyramid-array four-CMG system is used as the torque generator, it is necessary

to consider the singularity problem for the CMG system. The steering control laws for

the pyramid-array four-CMG system must avoid singularities. The GSR law ( [10, 12])

is one of the most popular steering laws used to avoid singularities in a CMG system.

The GSR law for VSCMGs can be expressed as δ̇

Ω̇

 = W 1Q
T (QW 1Q

T +H2
0λEr)

−1ḣ (4.54)

where W 1 is a weighting matrix ∈ R8×8 and Er is a perturbation matrix for singularity

avoidance given by

W 1 =

 I4 04×4

04×4 I4

 , Er =


1 ϵ3 ϵ2

ϵ3 1 ϵ1

ϵ2 ϵ1 1

 . (4.55)

The parameters λ and ϵi are set to appropriate values to avoid singularities:

λ = λ0 exp(−µdet(CCT )/H2
0 ), λ0 > 0, µ > 0 , (4.56)

ϵi = ϵ0 sin(τt+ φi) (4.57)

where λ0, ε0, τ , and φi are the value, amplitude, modulation frequency, and phase that

must be chosen appropriately for the perturbation.
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4.8.2 Local gradient-based steering law

The singularity avoidance control laws can achieve more effective avoidance if they

use a null motion, which has no effect on the generated output torque. Such steering

control laws are commonly known as the local gradient method, and that for the VSCMG

is given by δ̇

Ω̇

 = W 1Q
T
(
QW 1Q

T +H2
0λEr

)−1
ḣ

+

 (I4 −W 2C
T (CW 2C

T )−1C)W 2d1

04

 , (d1 ∈ R4×1) (4.58)

where W 1 and W 2 are weighting matrices and d1 is an arbitrary vector. This vector

should be selected appropriately to effectively avoid CMG singularities.

4.8.3 Gain-scheduled steering law for VSCMGs

The gain-scheduled steering control law for the VSCMGs consists of the GSR and LG

terms. In the previously mentioned local gradient-based steering law for the VSCMG, the

gradient-based null motion is employed to steer the CMG gimbal angles toward suitable

values in which the RW mode is effectively available for the precise stabilization of the

spacecraft attitude at the target attitude near the end of a maneuver. Conversely, the

gradient-based null motion in past studies is employed to maintain the condition number

for the CMG Jacobian at as small a value as possible, which is intended to increase the

availability of the CMG mode as much as possible. This gain-scheduled steering control

law can be expressed as δ̇

Ω̇

 = W 1Q
T
(
QW 1Q

T +H2
0λEr

)−1
ḣ

+

 (I4 −W 2C
T (CW 2C

T )−1C)W 2d1

04

 , (d1 ∈ R4×1) (4.59)
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W 1 =

 w1(q̂)I4 04×4

04×4 w2(q̂, κ2)I4

 , W 2 = I4 (4.60)

where w1 and w2 are given in the form of a sigmoid function of the attitude error and

the condition number to transition the steering controller between the CMG and RW

modes as follows:

w1(q̂) =
1

1 + e−a(|q̂|−ς1)
, (4.61)

w2(q̂, κ2) =
1

1 + ea(|q̂|−ς1)
· 1

1 + eb(κ2−ς2)
(4.62)

where a, b, ς1, and ς2 are constant parameters and should be selected appropriately. The

weighting parameters w1 and w2 are shown in Fig. 4.13. When the attitude error is

large, the weighting parameter w1 is approximately 1, and w2 is 0. Conversely, when

the attitude error and the condition number κ2 for the RW Jacobian are smaller than

2, w1 is 0, and w2 approaches 1. This means that this steering control law can properly

use the CMG and RW modes depending on the attitude error and κ2. Employing the

modified weighting matrix described above does not yet guarantee the steering of the

gimbal angles such that the system approaches gimbal angles suitable for the RW mode.

To steer the gimbal angles to such values, the null motion is chosen for the modified LG

term as  δ̇

Ω̇


null

=

 [I4 −W 2C
T (CW 2C

T )−1C]W 2d2

04

 , (4.63)

d2 = −k w3(q̂)

(
∂κ2
∂δ

)T

, (4.64)

w3(q̂) =
1

1 + ea(|q̂|−ς1)
(4.65)

where w3 is a sigmoid function that activates the null motion only near the end of a

maneuver. Because the null motion is necessary to steer the gimbal angles toward the

suitable gimbal angles for the RW mode, w3 is selected to activate the null motion near

the end of a maneuver.
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Figure 4.13: Weighting parameters w1 and w2.
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4.9 Numerical Simulations

4.9.1 Simulation conditions

Numerical simulations are conducted to validate the effectiveness of the proposed

control law that generates the VSCMG command control torque. Two cases are consid-

ered: Cases 1 and 2. In Case 1, the quaternion feedback control law is used to generate

the command control torque over all time without considering the flexible structures. In

Case 2, the attitude maneuvers are divided into three phases to use the LMI-based H∞

and quaternion feedback controllers. In the first phase, the LMI-based H∞ controller for

the CMG mode is used to generate the command control torque at the beginning of the

maneuver until the difference between the command control torque by the LMI-based

H∞ controller and the quaternion feedback controller approaches 0. In the second phase,

the quaternion controller is used instead of the LMI-based H∞ controller. Finally, in the

third phase, the LMI-based H∞ controller for the RW mode is used when the quaternion

error is less than 0.01. The gain-scheduled steering control law for the VSCMG is used

in both cases. In the simulations, the initial angular velocities and the attitude of the

satellite are set to 0 and qs = (−1, 0, 0, 0)T , respectively, and the goal attitude is set to

qg = (0, 0, 0, 1)T . The parameters used for the simulations are listed in Table 4.4, which

includes the parameters for the gain-scheduled steering law for the VSCMG to transfer

from the CMG mode to the RW mode with respect to the attitude error and condition

number, and the dimension numbers of matrices and vectors. The modal parameters

listed in Table 4.3 are used for the numerical simulations. From these modal parame-

ters, H∞ controllers are obtained by solving the LMI condition. The designed controller

gains are given in the Appendix of this chapter.

4.10 Simulation Results

First, the results for the quaternion feedback controller (Case 1) are shown as a

reference for comparison with those for the newly proposed control law. Figures 4.14-4.17
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Table 4.4: Simulation parameters.

Parameters Values (unit)

δ(0) [0, 0, 0, 0]T (rad)

δ̇(0) [0, 0, 0, 0]T (rad/s)

δ̇max 0.32 (rad/s)

H0 0.044 (Nms)

J diag(1.5, 0.65, 1.1)(Kgm2)

Kp 0.09I3

Kd 0.4242I3

k 0.001

λ0, µ, ε0, τ 0.0105, 10.5, 0.01, 0.5

φ1, φ2, φ3 0, π/2, π

a, b 200, 20

ς1, ς2 0.01, 5

n, nc, nr, nu, nϖ, nzs , nzt 5, 4, 4, 3, 3, 3, 3
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show the time responses of the quaternions, angular velocity, gimbal angles, and wheel

rate, respectively. Quaternion 1 for the spacecraft approached 0 at approximately 60 s,

at which point the wheel speed began to change smoothly. Because the quaternion error

became small, the weighting parameter w2 for the gain scheduled steering control law

reached 1 at approximately 60 s. Furthermore, the null motion steered the gimbal angles

toward suitable values for the RW mode. Therefore, the steering control law is intended

to activate the RW mode instead of the CMG mode near the end of the maneuver.

However, the quaternions failed to converge to 0 because the angular velocities also failed

to converge to 0, as shown in Fig. 4.15. This is because the influence of the vibration and

the second-order system of the wheel dynamics prevented the RW mode from stabilizing

the attitude of the spacecraft. Furthermore, because the in-plane and torsional vibrations

of the flexible structure were ignored as a residual mode, quaternions 2 and 3 became

unstable. To stabilize the quaternions again, the RW mode ensured continual variation

in the wheel speed of all the wheels at the end of the maneuver. These numerical results

show that the gain-scheduled steering law can smoothly transition between the CMG

and RW modes by using the weighting functions. However, these numerical results

also demonstrate that the quaternion feedback control law without considering flexible

structures did not show good convergence performance, because the vibration and the

second-order system of the wheel dynamics interfered with the RW mode and the ignored

residual mode affected quaternions 2 and 3.

Next, the results for the proposed control law (Case 2) are shown. Figures 4.18-4.22

show the time responses of the quaternions, angular velocity, gimbal angles, wheel rate,

and influence of vibration, respectively. At the beginning of the maneuver, the LMI-based

H∞ controller for the CMG mode was used instead of the quaternion feedback controller

to generate the command control torque for approximately 0.5 s until the difference

between the command control torque by the LMI-basedH∞ controller and the quaternion

feedback controller approached 0. After that, the quaternion controller was used to

generate the command control torque until the LMI-based H∞ controller for the RW

mode was activated at approximately 50 s. Quaternion 1 for the spacecraft approached
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0 at approximately 50 s. The wheel speed began to change smoothly at approximately 50

s. Because the quaternion error became small, the weighting parameter w2 for the gain

scheduled steering control law reached 1 at approximately 50 s. Furthermore, the null

motion steered the gimbal angles toward suitable values for the RW mode. Therefore,

the steering control law is intended to activate the RW mode instead of the CMG mode

near the end of the maneuver. The LMI-based H∞ controller for the RW mode was used

instead of the quaternion feedback controller to generate the command control torque

from 50 to 400 s. The quaternions quickly converged to 0 at approximately 60 s and

remained at 0 until the end of the simulation. The proposed control law shows good

convergence performance, which can be explained primarily by the following two factors.

Because the weighting function Ws effectively guarantees the controllability and the

weighting function Wt effectively guarantees robustness against the second-order system

of the wheel dynamics and the in-plane and torsional vibration of the flexible structure

as a residual mode, the RW mode was properly activated to stabilize the attitude near

the end of the maneuver and suppress the vibration. Therefore, because the wheel speeds

changed after the convergence of the quaternions, the very small residual vibration was

absorbed slowly by the RW mode after the convergence of the quaternions. Figure 4.22

shows the influence of vibration along the x-axis to compare Cases 1 and 2. Figure

4.22(a) shows the effectiveness of the LMI-based H∞ controller in the first phase, during

which the vibration was suppressed by the controller. The influence of the vibration on

the angular velocities along the x-axis for Case 1 is approximately three times that for

Case 2 from 15 to 35 s. Figure 4.22(b) shows the effectiveness of the LMI-based H∞

controller in the third phase, during which the vibration was suppressed by the controller.

The influence of the vibration on the angular velocities along the x-axis in Case 1 is four

times that for Case 2 starting from 60 to 110 s. Figure 4.23 shows the influence of

the robustness and controllability about the y- and z-axes to compare Cases 1 and 2.

Figure 4.23 shows the effectiveness of LMI-basedH∞ controller in the third phase, during

which the angular velocities about the y- and z-axes in Case 2 converged to 0 as a result

of the LMI-based H∞ controller taking into consideration the residual mode and the
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characteristics of the wheel dynamics. In contrast to the angular velocities about the y-

and z-axes in Case 2, those in Case 1 did not converge to 0, because the robustness and

controllability of Case 1 were less than those of Case 2. Based on the differences in the

robustness, controllability, and vibration suppression performance, the settling time for

Case 2 was shorter than that for Case 1. These numerical results demonstrate that the

gain-scheduled steering law can smoothly transition between the CMG and RW modes

by using the proposed weighting functions. Furthermore, these results show that the

proposed control law is effective in terms of the convergence performance and vibration

suppression of flexible structures using H∞ methods to guarantee high robustness and

controllability for the VSCMG system.

Figure 4.14: Time response of quaternions in Case 1.
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(a) (b)

Figure 4.15: Time response of angular velocity in Case 1: (a) view including the maxi-

mum and minimum values and (b) magnified view.

Figure 4.16: Time response of gimbal angles in Case 1.
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Figure 4.17: Time response of wheel rate in Case 1.

Figure 4.18: Time response of quaternions in Case 2.
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(a) (b)

Figure 4.19: Time response of angular velocity in Case 2: (a) view including the maxi-

mum and minimum values and (b) magnified view.

Figure 4.20: Time response of gimbal angles in Case 2.
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Figure 4.21: Time response of wheel rate in Case 2.

(a) (b)

Figure 4.22: Influence of vibration on motion about the x-axis: (a) magnified view of

angular velocity after first phase and (b) view during third phase.

125



(a) (b)

Figure 4.23: Influence of vibration on motion about the (a) y- and (b) z-axes.

4.11 Conclusion

VSCMGs have functions of both CMGs and RWs. When the attitude error is large,

the CMG mode is activated because it has a more powerful torque output than the RW

mode. Conversely, the RW mode is activated near the end of a maneuver because the

RW mode generates a more precise torque output than the CMG mode. To fully derive

the performance of this VSCMG system for spacecraft equipped with flexible structures,

H∞ methods are considered. H∞ methods are used in modern control theory to de-

sign controllers that can achieve stabilization with guaranteed control performance. The

LMI-based controller design method is used to obtain the desired controller by solving a

convex optimization even if the control system and the requirement are complicated. In

this paper, an LMI-based control law of the VSCMGs is proposed for a flexible space-

craft. The proposed control law is designed using H∞ synthesis via LMI, considering the

characteristics of the VSCMG system, the RW, and vibration suppression. Furthermore,

to realize the command control torque generated by the abovementioned controller, it

was desirable for the steering law to use the CMG mode for fast attitude maneuvering

when the attitude error was large and the RW mode for vibration suppression and pre-
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cise attitude stabilization in the target direction when the attitude error was small. To

achieve a smooth mode transition in the VSCMG system, the gain-scheduled steering

law for the VSCMG system was proposed.

The numerical results show that the proposed control law effectively stabilizes the

spacecraft and suppresses vibration. The two weighting functions obtained by the H∞

methods guarantee the high robustness and controllability of the VSCMG system for

the attitude control problem of a spacecraft equipped with flexible structures. The gain-

scheduled steering law could smoothly transition between the CMG and RW modes

based on the attitude error and condition number.

In the future work, experiments will be conducted to validate the effectiveness of this

proposed control law. Furthermore, this control law will be extended to an adaptive

skew CMG system. If a new hybrid CMG system that consists of the VSCMG and an

adaptive skew CMG system is used, the developed control law will demonstrate more

effective stabilization and vibration suppression and faster convergence performance than

the proposed control law.

Appendix: Generalized Plant and Control Gains

The generalized plant are given as

ẋ = Ax+B1ϖ +B2u , (4.66)

zt = C1x+D11ϖ +D12u , (4.67)

zs = C2x+D21ϖ +D22u . (4.68)
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The matrices A, B1, B2, C1, C2, and Dij, (i, j = 1, 2) for the generalized plant for the

three axes are obtained as follows:

A =


Ac 08×3 08×3

BsCc As 03×3

03×8 03×3 At

 , (4.69)

Ac =

 04×4 I4

diag(0, 0, 0,−42.9) diag(0, 0, 0,−6.55× 10−2)

 , (4.70)

As = −2.0× 10−5I3 , (4.71)

At =

 −0.16I3 (for Wt1)

−0.29I3 (for Wt2)
, (4.72)

BsCc = [diag(0.41, 0.67, 0.48) diag(−0.12, 0, 0) 03×1] , (4.73)

B1 =


08×3

0.5I3

03×3

 , (4.74)

B2 =



04×3

diag(0.82, 1.24, 0.95)

diag(−0.24, 0, 0)

01×3

0.5I3


, (4.75)

C1 =


[
03×11 0.67I3

]
(for Wt1)

[
03×11 0.57I3

]
(for Wt2)

, (4.76)

C2 =
[
03×8 0.4I3 03×3

]
, (4.77)

D11 = 03×3 , (4.78)

D12 = 1.67I3 , (4.79)

D21 = 03×3 , (4.80)

D22 = 03×3 . (4.81)
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The linear matrix inequality-based H∞ controller for the two weighting functionsWt1

and Wt2 is shown. The state feedback controller K∞ is expressed as

K∞ = Y X−1 . (4.82)

In the case of the weighting function Wt1, the state feedback controller components for

the three axes are obtained by solving the LMI condition as follows:

K∞ =


−0.029 0 0 −2.315 −0.893 0 0 2.345

0 −0.029 0 0 0 −0.893 0 0

0 0 −0.029 0 0 0 −0.893 0

−0.05 0 0 0.002 0 0

0 −0.05 0 0 0.002 0

0 0 −0.05 0 0 0.002

 (4.83)

In the case of the weighting function Wt2, the state feedback controller components for

the three axes are obtained by solving the LMI condition as follows:

K∞ =


−0.03 0 0 −1.719 −0.633 0 0 1.984

0 −0.03 0 0 0 −0.633 0 0

0 0 −0.03 0 0 0 −0.633 0

−0.057 0 0 0.004 0 0

0 −0.057 0 0 0.004 0

0 0 −0.057 0 0 0.004

 (4.84)
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Chapter 5

Conclusions

This dissertation has described research on further increasing the performance of 4-

SGCMG pyramid-array systems. To achieve this objective, steering unit mechanisms

and methods for transition between control modes were proposed to meet the three key

requirements of increased fault tolerance, higher torque, and vibration control, and their

effectiveness was investigated.

Chapter 1 reviewed past advances in CMGs, noted the remaining problems, and

described the objectives of the present study.

Chapter 2 described a method for increasing the fault tolerance of 4-SGCMG pyramid

arrays, as illustrated by the problem of attitude control using a CMG system with only

two of the four SGCMGs in its steering unit remaining operational. For attitude control

by only two of four opposing SGCMGs in a pyramid array, direct output of torque can

be performed about the x- and z-axes, but not about the y-axis. For three-axis attitude

control, the problem is then to provide a means of attitude control about the y-axis.

The proposed solution was to apply the corning effect induced by attitude maneuvers

about the x- and z-axes to y-axis attitude control, together with a proposed gimbal

steering control law to determine by spherical trigonometry the x- and z-axis attitude

control angles that will induce the desired y-axis attitude control. It was verified by

numerical simulations that the proposed gimbal steering control law enables effective

three-axis control using just two of the SGCMGs in a 4-SGCMG pyramid-array system,
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thus increasing the system’s fault tolerance.

Chapter 3 described a proposed ASCCMG system incorporating variable-skew rather

than fixed-skew gimbals to obtain a higher torque output and thereby attain the target

attitude in the minimum time. The range of angles that can be obtained by a variable

skew angle mechanism is inherently limited, and a gimbal steering control law that dis-

regards this limit would tend to result in mismatches between the command torque and

the generated torque and thus cause the angle of the spacecraft to overshoot the target

state. The range of attainable skew angles was therefore considered, and a method was

proposed for obtaining smooth contact between the steering control laws for ASCMG

operation and classical fixed-angle gimbal operation by varying the weight gain in accor-

dance with the current skew angle, to shorten the settling time while also eliminating

overshoot. Numerical simulations showed that the proposed gimbal steering control law

shortened the settling time by approximately 10% from that with the classical fixed-skew

angle CMG alone, minimized attitude disturbance, and on completion of the attitude

maneuver tended to return the skew angle to its former value. The results thus indicate

that the proposed gimbal steering control law yields a further increase in high torque

output which enables target-state attainment in the minimum time using a pyramid

-arrayed 4-SGCMG.

Chapter 4 describes the proposed utilization of VSCMGs to change the steering

unit from a fixed-speed flywheel unit to a variable-speed flywheel unit, for control of

flexible-body vibration. The increased torque output of the 4-SGCMG pyramid-array

unit described in Chapter 3 will make it capable of effective attitude control for large

spacecraft, but increasing spacecraft size also increases the tendency for excitement of

vibration of flexible components. For utilization of CMGs in attitude control of large

flexible spacecraft, it is therefore necessary to control the level of vibrational excitation.

With this objective, Chapter 4 proposed a transformation of the four pyramid-array

SGCMGs to VSCMGs by gain weighting them in accordance with the distance to the

target state, together with a gimbal steering control law that places the VSCMGs in a

high output-torque CMG mode when distant from the target state and a low output-
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torque CMG mode when near the target state. In addition, H∞ control theory was

applied to consider uncertainty in variations of the wheel speed in the VSCMGs and

vibration modes of flexible structures, and an LMI-based controller was designed to

provide the VSCMGs with a command torque to meet the requirements of robustness

against this uncertainty, and increase their performance in converging to the target state.

Numerical simulations showed that the proposed steering control law effectively selects

the CMG mode or the RW mode in accordance with the distance to the target state, with

high performance in both target-state convergence and vibration control. The results

thus indicate that the proposed steering control law for a pyramid-arrayed 4-SGCMG

incorporating VSCMG functionality provides the vibration control required for large

flexible structures in space during attitude maneuvers.

The steering-mode variation control method proposed in this dissertation for a 4-

SGCMG pyramid-array system can thus achieve increased fault tolerance together with

higher torque and increased vibration control.

With the advances described in this dissertation, the 4-SGCMG pyramid-array sys-

tem is expected to be a superior system for attitude control of large satellites and thus

make a major contribution to the progress of mankind in space exploration and devel-

opment.
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