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Abstract
Highly charged solar wind ions such as O7+ produce soft X-rays via charge exchange

with neutral materials in the Earth’s exosphere or geocorona (mainly H atoms). This

phenomenon is called geocoronal solar wind charge exchange (SWCX). All the soft

X-ray observations from Earth-orbiting satellites must contend with a persistent fore-

ground emission from geocoronal SWCX. However, it remains difficult to predict some

observational properties such as time series and overall flux levels for arbitrary space-

craft look directions. Making the most of instrumental and orbital advantages, we

analyzed five Suzaku detections of bright geocoronal SWCX events. For each obser-

vation, we selected regions outside astronomical source(s) and extracted X-ray light

curves in the 0.5–0.7 keV band. A clear enhancement significantly correlated with solar

wind fluxes measured by WIND and ACE satellites. The enhanced spectra contained

six emission lines from C, N, and O. Some minor emission lines from Ne, Mg, and Si

were also detected. The strongest oxygen emission lines, i.e., O VII and O VIII, showed

intensities of several tens of photons s−1 cm−2 str−1. Then, combining an exospheric

neutral hydrogen distribution model, charge exchange cross sections, solar wind data

taken with WIND and ACE satellites, and Earth’s magnetic field models, we built an

empirical model of geocoronal SWCX emission. The sum of model uncertainties was

a factor of 3–5. The modeled average intensities of O VII emission lines were consistent

with the observed ones within a factor of three except for an event probably affected

by solar wind injections during intense geomagnetic storms. Those of O VIII emission

lines were underestimated by a factor of three or more. Unknown systematic uncer-

tainties might exist in solar wind data that describe highly stripped ion states. The

modeled O VII and O VIII light curves after scaling were consistent with the observed

ones including some spike behaviors due to line-of-sight directions passing through

polar cusps during an orbital motion. Our model can provide a new estimation of geo-

coronal SWCX emission including light curves for future X-ray astronomy missions as

well as X-ray imaging missions of the Earth’s magnetosphere.
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Chapter 1

Introduction

Thanks to the progress of science and technology, people have launched many rockets

and satellites to explore and utilize space around the Earth. The near-Earth space is

called “geospace.” Human activities using geospace have become necessary since the

mid-20th century. For example, space-based infrastructures such as meteorological

satellites for weather forecasts and global positioning satellites for navigation systems

are essential for our daily lives.

The Earth is continuously exposed to solar particles accelerated from a few tens of

keV up to GeV energies and solar radiation ranging from radio waves to γ-rays. These

particles and radiation would damage our bodies when directly hitting us. The Earth’s

magnetosphere shields us from such direct attacks but varies spatially and temporally

depending on solar activities, e.g., solar flares and coronal mass ejections (CMEs). As-

tronauts aboard the International Space Station are always alert to occurrences of such

phenomena. While the sphere of our activities is about to expand from geospace to

cislunar space, e.g., the Lunar Orbital Platform-Gateway (formerly known as the Deep

Space Gateway), space weather involving various natural and artificial phenomena

such as active auroras, satellite communication blackouts, and spacecraft malfunctions

has become critical for our future deep space activities.

Exploration satellites have been launched from the United States, Europe, and Japan

since the beginning of the space age in the 1960s. Most knowledge about solar-terrestrial

interactions has been revealed through collections of in-situ observations by individ-

ual spacecrafts. These observations do not provide a global view to investigate overall
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interaction processes, e.g., transport routes of solar wind plasma and energies during

geomagnetic storms, but a statistical picture of such processes. The global dynamics

of the Earth’s magnetosphere are not well known due to technical challenges of simul-

taneous observations by multiple spacecrafts at multiple positions. If covering such

global scales, more than hundreds of formation flight satellites would be needed.

Remote sensing makes it possible to take global images of various magnetospheric

phenomena. The mapping of ultraviolet (UV) auroral ovals provides spatial and tem-

poral information on precipitation particles along magnetic field lines. Extreme ultra-

violet (EUV) images visualize a torus of cold and dense plasma surrounding the Earth.

The imaging of the Earth’s plasmasphere was first demonstrated by the EUV scanner

onboard the first Japanese Mars explorer Nozomi. Energetic neutral atoms (ENAs)

trace energetic ring current ions in the Earth’s magnetosphere. These imaging tech-

niques have contributed to magnetospheric studies as means of complementing in-situ

measurements of particles and electromagnetic fields. In recent years, X-ray astronom-

ical observations have attracted much attention from solar-terrestrial researchers as a

novel method to study global magnetospheric activities.

The history of X-ray astronomy began in 1962 with a rocket experiment by Dr. Ric-

cardo Giacconi, Nobel laureate known as the “father of X-ray astronomy.” This experi-

ment first intended to investigate scatted solar X-rays on the Moon but serendipitously

detected X-rays from Scorpius X-1, the brightest X-ray source in the entire sky, lead-

ing to the birth of X-ray astronomy. To date, during the past 60 years, millions of

astronomical objects emitting X-rays have been detected. Among these objects, comet

Hyakutake (C/1996 B2) is one of the most surprising discoveries in the history of X-ray

astronomy. This object taught us that X-rays are produced not only in “hot” objects,

with temperatures often higher than 106 K, but also in “cold” objects like comets due

to “charge exchange.”

Charge exchange occurs anywhere “hot” plasma comes into contact with “cold”

materials, i.e., it is a ubiquitous phenomenon from the nearby solar system to the dis-

tant universe. The strong Coulomb force of highly charged ions can strip an electron
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from neutral atoms or molecules. The electron first enters into an excited state but soon

cascades to the ground state through all possible transitions, thereby producing emis-

sion lines in the EUV to soft X-ray regime. This process is characterized by a large cross

section on the order of 10−16 cm−2, which is about four orders of magnitude larger than

that of ion-ion Coulomb collisions, thus enabling us to probe plasma-neutral interac-

tions, e.g., tenuous atmospheres surrounding comets, moons, and planets.

The Earth’s exosphere or geocorona is undergoing charge exchange with solar winds

blowing through the Earth’s magnetosphere (generally called geocoronal solar wind

charge exchange, SWCX). The hydrogen geocorona has a typical density of ∼25 cm−3

at 10 Earth radii (RE) and extends well beyond the orbit of the Moon (∼60 RE). The

Earth’s magnetosphere is formed as a consequence of interactions between solar wind

particles and Earth’s magnetic fields. Global X-ray imaging of geospace using charge

exchange emitters gives us new views of physical phenomena taking place in the

Earth’s magnetosphere and exosphere.

Geocoronal SWCX is important not only for solar-terrestrial communities but also

for X-ray astronomers because it is a persistent foreground emission and contaminates

signals of interest for all the soft X-ray observations from spacecrafts orbiting around

the Earth. A prime example is temporally enhanced backgrounds with time scales of

several hours to a couple of days (dubbed “long-term enhancements,” LTEs) during

the German X-ray astronomy satellite ROSAT all-sky survey observations in the 1990s.

The LTEs remained a mystery for several years. Shortly after the Hyakutake observa-

tion, its origin was soon recognized as geocoronal SWCX.

Since the 2000s, numerous geocoronal SWCX events have been reported by other

X-ray astronomy satellites sensitive to soft X-rays (e.g., Chandra, XMM-Newton, and

Suzaku). This emitter is an astrophysical nuisance but its nature is still unclear due to

its closeness. Figure 1.1 shows a schematic view of geocoronal SWCX.

In this thesis, making the most of instrumental and orbital advantages, we analyze

Suzaku observations of bright geocoronal SWCX events and build an empirical model

to predict some observational properties such as time series and overall flux levels for
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FIGURE 1.1: Schematic view of geocoronal SWCX. The spatial scale is ar-
bitrary. The bright yellow area represents a region where solar wind parti-
cles are concentrated through collisions with Earth’s magnetosphere (typ-
ically located at ∼10 RE). It is believed that, mainly in this region, highly
charged solar wind ions, e.g., O7+, emit soft X-rays due to charge exchange

with hydrogen atoms in Earth’s geocorona.1

arbitrary spacecraft look directions. We believe that the results described in this thesis

are quite valuable not only for X-ray astrophysics but also for solar-terrestrial physics.

1The illustration is cited from the following website: https://sci.esa.int/web/cluster/-/

41473-solar-wind-hits-earth-s-magnetosphere.

https://sci.esa.int/web/cluster/-/41473-solar-wind-hits-earth-s-magnetosphere
https://sci.esa.int/web/cluster/-/41473-solar-wind-hits-earth-s-magnetosphere
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Chapter 2

Review

This chapter gives descriptions of charge exchange and geocoronal SWCX.

2.1 Charge exchange

Charge exchange (also known as charge transfer) is a fundamental process in atomic

physics. The process itself has been studied in various contexts for a long time. There

are two main features. One is a large cross section which is several orders of magnitude

larger than those of other collisional excitation processes. The other is a characteristic

line emission at X-ray energies. Charge exchange is a newcomer to X-ray astrophysics

and has attracted much attention as a new-type emission mechanism in a variety of

X-ray sources, e.g., solar system objects, starburst galaxies, and supernova remnants.

This section describes the principle and observational sites of charge exchange.

2.1.1 Principle

The basic principle of charge exchange is very simple. One or more electrons are trans-

ferred from an atom or molecule to an ion. Similar reactions occur between ions but

its cross section is very small due to Coulomb repulsion. The ion is referred to as the

“projectile” because it usually moves faster than the neutral “target.” The reaction can

be written symbolically as

Aq+ + B → A(q−r)+ + B(r+s)+ + se−, (2.1)
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where r + s electrons are lost from the neutral target B, r electrons are captured by the

projectile ion A with charge q, and s electrons are lost to the continuum.

At collision energies below ∼1–5 keV/atomic mass unit (u), which is typical solar

wind speeds, single-electron capture, i.e., (r, s) = (1, 0), is dominant in most collisional

systems. The electron can be captured into an excited state of the product ion. The

excited state decays to the ground state or through some lower excited states with

photon emission. That is

Aq+ + B → A(q−1)+∗
+ B+, (2.2)

and then

A(q−1)+∗ → A(q−1)+ + hν. (2.3)

When the neutral target has more than one electron, i.e., other than atomic hydro-

gen, multiple electrons may be transferred. In particular, two-electron processes, e.g.,

(r, s) = (2, 0) and (1, 1), can be important. The former process (known as true dou-

ble capture) produces a doubly excited ion that can be either radiatively stabilized or

autoionized. The probability for autoionization by ejecting an Auger electron,

A(q−2)+∗∗ → A(q−1)+∗
+ e−, (2.4)

is usually larger than that for radiative stabilization, resulting in the final state of the

latter process, i.e., (r, s) = (1, 1), via an indirect route.

For a detailed theoretical description of charge exchange, several approximation

techniques have been developed. The most basic approach is the classical over-barrier

(COB) model (Ryufuku and Watanabe, 1979), which is appropriate for collision ener-

gies in the range of 100 eV/u up to 10 keV/u. It allows us to estimate an electron

capture cross section σ and a principal quantum number n into which the electron is

captured. This model describes single-electron capture given in Equation 2.2.
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The basic idea is shown in Figure 2.1. When a projectile ion is far enough away

from a neutral target, a barrier exists between Coulomb-like potentials created by each

nucleus. This barrier gradually falls as the two particles approach each other. When it

drops down into a binding energy of an electron on the target side, the electron bound

to the target can cross over to the other side. Such a joint potential well is called a

quasi-molecular state. When the projectile ion is highly charged, the ground state is

much lower than that of the target so that the energy level on the recipient side is quite

high.

FIGURE 2.1: Electron potential energy V in atomic units (a.u.) versus dis-
tances from the nucleus of a target atom B (assumed to be atomic hydro-
gen) for charge exchange process involving a projectile ion Aq+ (calculated
for Be4+). The inter-nuclear distance of 10 a.u. (1 a.u. = 1 Bohr radius =
5.29 × 10−11 m) is the curve-crossing distance for the n = 3 state. The tar-
get and product ion (Be3+) energy levels are shown (1 atomic energy unit
= 1 hartree = 27.2 eV). The electron can be transferred from the target to

the projectile for the favored principal quantum number (n ≈ 3).1

1The energies of an atomic species with a nuclear charge Z and a principal quantum number n for
just one electron are given by the Bohr energy expression: En = −Ry(Z2/n2), where Ry is the Rydberg
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A step-by-step process of charge exchange can be explained by considering an elec-

tron undergoing the following steps. The atomic unit system is used so that the charge

and mass of the electron along with the Coulomb constant are set to unity. At an infi-

nite separation, an electron bound to a neutral target has a negative binding energy Ib.

As a projectile ion approaches the target, the binding energy of the electron is increased

by a Stark shift which is due to the approach of a Coulomb field of the ion:

Ib(R) = Ib(∞)− q
R

, (2.5)

where R is the separation between the projectile ion and the target, and q is the charge

of the ion. An electron at a distance r from the target nucleus experiences a total po-

tential energy V, which is the sum of the potential of the ion and that of the target:

V(r) = − q
|R − r| −

1
|r| for 0 < |r| < |R|. (2.6)

The top of the potential barrier between the ion and the target is reached at a certain

distance rmax where the derivative of the potential V(r) is zero:

dV(r)
dr

= − q
(R − r)2 +

1
r2 = 0. (2.7)

Solving the above equality yields both the distance rmax and the potential Vmax:

rmax =
R

√
q + 1

, (2.8)

Vmax = − q
R
−

2
√

q + 1
R

= −
(
√

q + 1)2

R
. (2.9)

constant. According to the above equation, a ground state energy for atomic hydrogen (Z = 1) is −13.6
eV, while that for Be3+ (Z = 4) is 16 times for atomic hydrogen, i.e., −217.6 eV.
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The electron can be transferred from the target to the ion when the potential Vmax is

smaller than the binding energy of the electron:

− q
R
−

2
√

q + 1
R

= Ib(∞)− q
R

, (2.10)

which yields a critical distance Rc at which charge exchange can occur:

Rc =
2
√

q + 1
−Ib(∞)

. (2.11)

A cross section of charge exchange can be determined by assuming that the electron is

captured if the projectile ion passes through the target at a distance smaller than the

critical distance Rc:

σ = πR2
c = π

(
2
√

q + 1
Ib(∞)

)2

. (2.12)

This cross section should be weighted with the probability where charge exchange

occurs, i.e., the electron either stays with the target or moves to the ion. The probability

is about 50%.

In the COB model, it is assumed that the binding energy of the electron remains

fixed during the quasi-molecular state. As the projectile ion moves away from the

target, the potential barrier increases again. The binding energy If of the captured

electron is lowered by a Stark shift induced by the charged target:

If = Ib(Rc) +
1

Rc
= Ib(∞)− q − 1

Rc
. (2.13)

The captured electron has a higher binding energy and is placed in a high energy level

of the ion with charge q − 1. The energy level n where an electron is most likely to be

captured can be predicted by converting the binding energy If into a “classical” energy
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level ncl based on the hydrogenic approximation:

ncl =
q√
|2If|

. (2.14)

A cartoon of a collision between a hydrogen-like O7+ ion and a hydrogen atom is

shown in Figure 2.2. In the initial state, an electron is bound in the target atom with

a binding energy of Ib(∞) = −13.6 eV. At an inter-nuclear distance of Rc = 12.6 a.u.

(∼6.7 Å), which is equivalent to a cross section of 70 × 10−16 cm−2, the electron can

cross a potential barrier between the two particles. The binding energy of the electron

in the quasi-molecular state is Ib(Rc) = −26.6 eV. Upon a separation, the final binding

energy of that in the projectile ion is If = −24.6 eV. Following Equation 2.14, this

results in ncl = 5.2. The most likely principal quantum shell into which the electron is

captured is n = 5.

Even more than the n-distribution, an angular momentum l-distribution is impor-

tant for a hydrogen-like spectrum resulting from charge exchange between a fully-

stripped ion such as O8+ and a neutral target (Otranto et al., 2006). At low energies

below ∼1 keV/u, the l-distribution peaks around l = 1, from which a high-n electron

can decay directly to the ground state, thereby yielding a strongly enhanced high-n

Lyman photon. On the other hand, at higher energies, higher l-states are preferentially

populated. The l-distribution is statistically weighted by 2l + 1 with a maximum value

of lmax = n − 1. The electron captured into such high-l states can not decay directly to

the ground state because of the ∆L = ±1 selection rule. It cascades through the lowest

n levels permitted by the selection rules. In most cases, the first decay begins at an

lmax state, i.e., a maximum angular momentum state for the given n level, from which

the electron cascades in steps of ∆n = ∆l = −1 (known as a “yrast cascade”),2 finally

yielding Lyα photons. High-n Lyman lines become weak.

Helium-like spectra resulting from charge exchange of hydrogen-like ions are more

2Yrast is the superlative of the Swedish word, yr, which means “whirlingest” or “dizziest.” In atomic
and nuclear physics, it refers to the largest angular momentum for a given principle quantum number.
An example of a yrast cascade is 5g → 4 f → 3d → 2p → 1s (Wargelin et al., 2008).
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FIGURE 2.2: The COB model for a hydrogen-like O7+ ion colliding with a
hydrogen atom. Upper left panel: The projectile ion approaches the target
atom. The potential barrier is lowered when the two particles approach
each other. Upper right panel: At an inter-nuclear distance, the potential
barrier becomes lower than the binding energy of the outermost electron
of the target atom. Lower left panel: The electron is in a quasi-molecular
state. Lower right panel: The quasi-molecular electron is either captured

by the projectile ion or recaptured by the target atom.



12 Chapter 2. Review

complicated than hydrogen-like spectra because of the spins of the two electrons in the

resultant helium-like ion, which yields either a singlet (S = 0) or triplet (S = 1) state.

From a statistical weight, a probability ratio is usually assumed to be 1:3. The decay of

the singlet states is fundamentally the same as for hydrogen-like spectra, producing a

strong n = 2 → 1 line, strictly speaking the “resonance” (w, 1s2p 1P1 → 1s2 1S0) line,

and some high-n K-series lines at low collision energies. On the other hand, none of

the initial triplet states can decay directly to the ground state because of the ∆S = 0

selection rule that forbids a mixture or “intercombination” of triplet and single states.

A high-n electron cascades to one of the n = 2 triplet states, i.e., 1s2s 3S1 or 1s2p 3P2,

3P1, and 3P0, from which it falls back to the ground state through forbidden or quasi-

forbidden transitions. The 3P2 state can not decay to the ground state because of the

∆J = 0 and ±1 (but no J = 0 → 0) selection rule. It usually decays to the 3S1 state

but sometimes decays to the ground state through the ∆J = ±2 transition, which is an

“intercombination” transition since it involves a change in S, producing the x line. The

3P1 state can decay to the ground state through another “intercombination” transition,

which stems from J coupling with the 1P1 state, producing the y line. The 3P0 state

can not decay by single-photon emission because the J = 0 → 0 transition is strictly

prohibited. It thus translates to the 3S1 state, which is the lowest energy level of the

triplet states. This metastable state, i.e., 3S1, falls back to the ground state by relativistic

magnetic dipole emission, producing the “forbidden” (z, 1s2s 3S1 → 1s2 1S0) line. The

above four components constitute the Kα complex (often called the helium-like triplet,

i.e., w, the often blended x and y, and z). Figure 2.3 shows an energy level diagram for a

helium-like O6+ ion illustrating the forbidden, resonant, and intercombination lines for

the n = 2 → 1 transition. From a theoretical transition rate and an assumed population

of the triplet states, a branching ratio between the forbidden and intercombination lines

is roughly estimated to be 0.7:0.3. The forbidden line is the most prominent transition.

These spectral features are quite different from those of direct excitation.

The COB model does not predict an exact distribution of the n-states and the l-levels

of the resultant ion with charge q − 1. There are more complex theoretical models such
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FIGURE 2.3: Schematic diagram of energy levels of a helium-like O6+ ion
for the n = 2 → 1 transition.
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as the classical trajectory Monte Carlo technique and the Landau-Zener approxima-

tion. The quantum-mechanical close-coupling method is the most reliable theoretical

approach but suffers from computational resources (Hasan et al., 2001). The Kronos

model allows users to generate spectra for many collisional systems between projec-

tile ions (e.g., H-like C, N, O, Ne, Mg, Al, and Si) and neutral targets (e.g., H, H2O,

CO, CO2, OH, and O) at wide collision energies from 0.01 eV/u up to 100 keV/u.3

Single-electron capture can be handled. The majority of them use the multichannel

Landau-Zener method. Several collision systems provide more accurate results in-

cluding recommended cross sections.

2.1.2 Observational sites

Charge exchange operates to produce soft X-rays when highly charged ions collide

with neutral materials. Solar system objects provide ideal experimental sites for inves-

tigating charge exchange processes because detailed in-situ information on both ions

and neutrals can be obtained. Below we describe several solar system charge exchange

emitters.

Comets

A comet is a mixture of frozen H2O, CO, CH4, H2CO, NH3, and dust. The nucleus

is only a few km in size. The mixture remains frozen when a comet is far from the

Sun. The surface heats up and releases volatiles as a comet approaches the Sun. The

vapor produced by the active nucleus extends far out into space (∼104–106 km). It be-

comes a cometary coma or atmosphere whose density is inversely proportional to the

square of the cometocentric distance. The outflow atom and molecule undergo pho-

todissociation or photoionization by solar radiation, producing various neutral and

3A series of python and fortran codes is available from the following website: https://www.

physast.uga.edu/research/stancil-group/atomic-molecular-databases/kronos.

https://www.physast.uga.edu/research/stancil-group/atomic-molecular-databases/kronos
https://www.physast.uga.edu/research/stancil-group/atomic-molecular-databases/kronos
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ionic species. Such gas carries large amounts of dust along with it. A so-called “vis-

ible” comet is sunlight reflected by the extensive dust coma and tail. Solar radiation

pressure pushes dust grains anti-sunward.

Comet Hyakutake, first discovered on 1996 January 31, made the closest approach

to Earth late in March of that year. It was a brightly shining comet in the night sky and

was visible from many parts of the world. The German RÖentgen SATellite (ROSAT)

observed comet Hyakutake with a surprising result (Lisse et al., 1996). The comet emit-

ted a copious flux of soft X-rays. The image is shown in Figure 2.4. This result confused

scientists because comets are not associated with hot plasma, energetic particles, and

optically thick materials that scatter solar X-rays like the Moon. No satisfactory expla-

nations were found at that time.

FIGURE 2.4: X-ray image of comet Hyakutake observed by the High Reso-
lution Imager (HRI) onboard ROSAT. X-rays arise from a crescent-shaped
region with a diameter of about 50,000 km on the sunlit side of the comet.
The directions toward the Sun and of the comet motion are indicated by
the arrows. No significant X-rays are detected from the nucleus marked

by the “+” sign. The ellipse represents the instrument field of view.4

4The image is credited by C. Lisse, M. Numma (NASA/GSFC), K. Dennerl, J. Schmidt, and J. Engl-
hauser (MPE): https://heasarc.gsfc.nasa.gov/Images/rosat/hyakutake.gif.

https://heasarc.gsfc.nasa.gov/Images/rosat/hyakutake.gif
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The mystery of comet Hyakutake was solved by Cravens (1997). He proposed that

the observed soft X-ray emission is a superposition of numerous emission lines due to

charge exchange between solar wind ions and cometary neutrals evaporating from its

nucleus. The neutral species are mainly composed of H2O and its dissociation prod-

ucts, e.g., H, OH, and O. The parent molecule, i.e., H2O, has a short lifetime when

exposed to solar UV radiation. Therefore, it can exist only inside, whereas its dissoci-

ation products can survive even outside. A high charge state ion abundance amounts

to about 0.1% of solar wind densities but solar wind fluxes are relatively high so that

its amount is enough to produce soft X-rays. The prediction based on experiences and

knowledges of comets, solar winds, and atomic physics successfully reproduced most

observed features, e.g., total luminosity and spatial morphology.

Since the first observation of comet Hyakutake, more than 20 comets have been de-

tected with X-ray and EUV observations (Lisse et al., 2004; Krasnopolsky et al., 2004).

Cometary X-ray spectra can be used as a probe for monitoring solar wind minor con-

stituents. Their orbits are not restricted to an ecliptic plane and make them ideal ex-

perimental sites to investigate compositional signatures originating from various solar

wind latitudes (Bodewits et al., 2007). Their spectral features tell us how and where

comets are formed because charge exchange induced spectra depend not only on pro-

jectile solar wind ions but also on target cometary neutral species (Beiersdorfer et al.,

2003; Mullen et al., 2017).

Mars

Chandra detected a faint X-ray halo around Mars (Dennerl, 2002). A high-resolution

grating spectrum with XMM-Newton showed signs of emission lines from highly ion-

ized C, N, O, and Ne (Dennerl et al., 2006). This halo originates from charge exchange

between solar wind ions and Martin exospheric hydrogen atoms. The Martin exo-

sphere has been investigated with several exploration satellites but its dependence on

solar activities is not well known due to technical difficulties in measuring tenuous at-

mospheres. Suzaku observed Mars at solar minimum (Ishikawa et al., 2011). The past
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Chandra and XMM-Newton observations of Mars were performed at solar maximum.

Martian X-rays were so faint that it was not even detectable. This result presented an

upper limit on Martin exospheric hydrogen distributions at solar minimum.

Venus

The observation of Venus is considerably more challenging. The angular separation of

Venus from the Sun is too small for observations with Earth-orbiting satellites. The op-

tical brightness of Venus is too much for X-ray observations. The first Chandra obser-

vation of Venus at solar maximum detected fluorescence of solar X-rays but no charge

exchange signals were detectable (Dennerl et al., 2002). The second and third Chandra

observations were performed at solar minimum (Dennerl, 2008). Fluorescent X-rays

were practically absent but charge exchange fluxes were very low.

Jupiter

Chandra observed strong X-ray emission from Jovian aurora regions (Gladstone et al.,

2002). A subsequent observation with XMM-Newton revealed its spectral features

(Branduardi-Raymont et al., 2004). Bremsstrahlung of electrons precipitating from Jo-

vian magnetosphere is responsible for X-ray emission above 2 keV. Charge exchange

is an explanation for X-ray emission at lower energies. Highly charged ions could be

supplied not only by solar wind ions but also by Jovian magnetospheric ones via ac-

celeration and subsequent ionization of ambient sulfur and oxygen ions (Branduardi-

Raymont et al., 2007). Suzaku detected Jovian diffuse hard X-ray emission due to in-

verse Compton scattering of solar photons by tens of MeV electrons around Jovian

radiation belts (Ezoe et al., 2010a; Numazawa et al., 2019; Numazawa et al., 2021).

There were some emission lines from carbon and oxygen ions as well as blended ones

from highly ionized Mg, Si, and S. Most of them might originate from Jovian auroral

charge exchange processes.
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The Moon

Robertson et al. (2009) predicted soft X-ray intensities from charge exchange between

solar winds and lunar exospheric neutrals. The predicted intensities are comparable

to soft X-ray backgrounds but are strong enough to be observable from Earth. Collier

et al. (2014) presented ROSAT observations of lunar limb brightening consistent with

signals from lunar charge exchange predictions.

Heliosphere

ROSAT created all-sky soft X-ray maps as shown in Figure 2.5. Diffuse soft X-ray back-

grounds are composed of many distinct components. The closest source is an irregu-

larly shaped cavity filled with hot plasma of ∼106 K. Cox (1998) proposed heliospheric

solar wind plasma interacting with interstellar neutrals as another source of diffuse

soft X-ray backgrounds. The entire heliosphere should be absolutely glowing in soft

X-rays. Heliospheric charge exchange emitters account for about 25%–50% of the ob-

served soft X-ray background (Cravens, 2000).

2.2 Geocoronal solar wind charge exchange (SWCX)

This section describes the Sun-Earth system and current status of observational and

modeling studies of geocoronal SWCX.

2.2.1 The Sun-Earth system

Below we give brief descriptions of solar-terrestrial environment.

The solar wind

The Sun expels a huge amount of charged particles into interplanetary space. The mass

loss rate reaches as high as 1 × 109 kg s−1 (∼2 × 10−14 M⊙ yr−1, where M⊙ is the solar

mass). Roughly 0.02% of the total mass loses throughout its main-sequence lifetime of
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FIGURE 2.5: ROSAT all-sky survey maps of the 1 keV diffuse background
before (upper panel) and after (lower panel) removal of the LTEs (Snow-
den et al., 1994; Snowden et al., 1997). The color bar shows X-ray intensity
in units of counts s−1 arcmin−2. The particle background (Snowden et al.,
1992; Plucinsky et al., 1993) and scattered solar X-ray background (Snow-
den and Freyberg, 1993) have been subtracted in both maps. The maps
are displayed in Aitoff-Hammer equal-area projections in Galactic coor-
dinates with the Galactic center at the center and with Galactic longitude

increasing to the left. This figure is presented in Snowden et al. (2009).
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about 10 billion years. The existence of solar beams was predicted by Biermann (1951)

from motions of cometary ion tails. He suggested that solar particles move radially

from the Sun with velocities of ∼500–1500 km s−1. Parker (1958) provided the first

theoretical description of solar beams and named it “solar wind.” The solar wind itself

was first observed by sounding rockets and exploration satellites in the early 1960s.

Many solar wind experiments for measuring its compositional, spatial, and temporal

behavior have been conducted.

The solar wind consists primarily of electrons and protons with an admixture of

a few percent of alpha particles but much less abundant heavier ions (e.g., C, N, O,

Ne, Mg, and Si). These abundances depend on conditions at chromosphere and lower

transition regions with temperatures of the order of 104 K. A charge state distribution

of collisionless plasma is not changed any further near Earth. This is the freezing-

in concept of Hundhausen et al. (1968). The charge states of heavier ions depend on

conditions at corona with temperatures of the order of 106 K. A freezing-in temperature

is defined as an electron temperature based on a ratio between any two charge states

in ionization and recombination equilibrium. Each element has different ionization

and recombination rates. The freezing-in temperature varies by each element. The

charge state distribution for ion pairs of the same element is well represented by a

single temperature corresponding to an origin of solar winds.

There are fast and slow winds. The former is associated with polar coronal holes

which coincide with open magnetic field regions. The latter is associated with solar

equator regions known as streamer belts. Figure 2.6 shows a typical morphology of

two types of solar winds. The solar atmosphere during solar minimum consists of

coronal holes covering polar regions. The rest is covered by solar quiet regions. Such

structures are not seen during solar maximum.



2.2. Geocoronal solar wind charge exchange (SWCX) 21

FIGURE 2.6: The Ulysses observations of solar wind morphology. The
radial distance is the solar wind velocity marked in km s−1, while the
solar latitude is marked in degrees. Top panel: The solar wind velocity
as a function of solar latitude for solar minimum. The data extend over
three quarter-orbits (indicated by red, green, and blue curves) from day
256 of 1994 to day 349 of 1997. Bottom panel: The solar wind velocity
as a function of solar latitude for solar maximum. The data extend over
three quarter-orbits from day 329 of 2000 to day 53 of 2004. This figure is

presented in Kuntz (2018).
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The Earth’s magnetosphere

Earth’s magnetic fields can be described by a magnetic dipole. This dipole is produced

by core of ferrous fluid and Earth’s rotation. A region where solar wind dynamic pres-

sure equals to Earth’s magnetic pressure is a magnetopause typically located at ∼10

RE. The Earth’s magnetosphere becomes an obstacle for supersonic solar winds and

forms a bow shock. This shock slows solar winds to subsonic speeds and heats and

compresses them at a magnetosheath. There are funnel-shaped regions of Earth’s mag-

netic fields in north and south poles. These regions are called cusps where solar wind

particles interact with Earth’s upper atmospheres. A schematic of the Earth’s magne-

tosphere is shown in Figure 2.7.

FIGURE 2.7: Schematic of Earth’s magnetosphere.5

The Earth’s exosphere

Above an altitude of ∼100 km, Earth’s atmospheric composition depends on molecular

diffusion, i.e., gravitational settling results in an increase of lighter gases relative to

5The illustration is obtained from Windows to the Universe, National Earth Science Teachers Associ-
ation: https://www.windows2universe.org/earth/Magnetosphere/overview.html.

https://www.windows2universe.org/earth/Magnetosphere/overview.html
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heavier ones as altitude increases. The Earth’s exosphere is the uppermost atmosphere

which is mainly composed of atomic hydrogen. Hydrogen atoms are created by H2

molecules through the following reactions with hot oxygen atoms: H2 + O → H +

OH, and then OH + O → O2 + H, or OH + H2 → H2O + H.

Exospheric particles with energies greater than gravitational ones and with out-

ward radial velocities can escape to space. The base of the exosphere is defined as

“exobase.” A mean free path is equal to a so-called scale height. The Earth’s exobase

is approximately 500 km. Chamberlain (1963) presented an exosphere model based

on three different neutral hydrogen populations: ballistic, escaping, and satellite parti-

cles. Ballistic particles with velocities less than escaping velocities fall back. Escaping

particles flee to space. Particles scattered into closed orbits around Earth are called

satellite particles. There are two density layers above the exobase. Lower altitudes are

dominated by ballistic particles, while higher altitudes with rare collisions are domi-

nated by satellite particles. The transition between ballistic- and satellite-dominated

layers depends on temperatures at the exobase. Hodges Jr. (1994) constructed an exo-

sphere model based on Monte Carlo simulations for ballistic trajectories and collisions.

Typical neutral hydrogen density values are estimated to be ∼25 cm−3 at 10 RE.

Neutral hydrogen atoms scatter solar Lyman-α radiations and produce “geocorona.”

Earlier studies used Lyman-α column brightnesses measured by Earth observation

satellites IMAGE and TWINS (Østgaard et al., 2003; Bailey and Gruntman, 2011; Zoen-

nchen et al., 2010; Zoennchen et al., 2011; Zoennchen et al., 2013; Zoennchen et al.,

2015; Zoennchen et al., 2017), giving us exospheric densities at radial distances of 3–8

RE. Optically thin conditions break down below 3 RE. Background intensities exceed

geocoronal ones beyond 8–10 RE. The CASSINI spacecraft during swing-by maneuvers

at Earth on its way to Saturn provided a unique opportunity for measuring exospheric

densities at radial distances of 3–15 RE (Zoennchen et al., 2022). Recent studies us-

ing deep space exploration satellites like PROCYON revealed exospheric densities at

larger distances up to 60 RE (Kameda et al., 2017; Baliukin et al., 2019).

Solar wind protons undergo charge exchange with exospheric neutral hydrogen
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atoms to become ENAs. ENA fluxes can be used for measuring exospheric neutral

hydrogen densities around 10 RE (Fuselier et al., 2010; Fuselier et al., 2020; Sibeck et

al., 2021). These exospheric densities can also be deduced from soft X-ray observations

(Connor and Carter, 2019; Jung et al., 2022). There are various exospheric density

profiles as shown in Figure 2.8.

FIGURE 2.8: Comparison between dayside exospheric neutral hydrogen
densities obtained from the previous literatures and a simplified formula

of Cravens et al. (2001).

2.2.2 Observational and modeling studies

Cox (1998) and Freyberg (1998) suggested that similar reactions on comets operate to

produce soft X-rays in the Earth’s exosphere or geocorona. This suggestion was di-

rectly demonstrated by soft X-ray observations of the Moon. ROSAT produced the
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first soft X-ray image of the Moon (Schmitt et al., 1991). The image is shown in Figure

2.9. Soft X-rays were observed even on the dark side of the Moon where no scattering

and fluorescence of solar X-rays are expected. Chandra detected soft X-ray emission

from O VII and O VIII lines in two sets of observations on the dark side of the Moon

(Wargelin et al., 2004).

FIGURE 2.9: ROSAT X-ray image of the Moon. Scattering and fluorescence
of solar X-rays are clearly visible in the right-side brighter area. Faint X-
rays from the left-side dark area or the dark moon are mainly caused by

charge exchange processes in cislunar space.6

All the soft X-ray observations from Earth-orbiting satellites must contend with

a persistent foreground emission from both geocoronal and heliospheric SWCX (see

Kuntz, 2018 for more complete discussions of problems posed to astrophysics). The

former is typically an order of magnitude weaker than the latter but responds much

more quickly (on time scales of less than an hour) to abrupt solar wind changes, thereby

producing a sporadic contamination that sometimes reaches the same order of magni-

tude as the latter or even greater. The latter varies on much longer time scales and

more subtle variations. To determine each contribution to astronomical observations,

6The image is credited by ROSAT/Schmitt et al.: https://chandra.harvard.edu/photo/2003/

moon/moon_rosat.jpg.

https://chandra.harvard.edu/photo/2003/moon/moon_rosat.jpg
https://chandra.harvard.edu/photo/2003/moon/moon_rosat.jpg
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careful checks of background signals combined with simultaneous solar wind obser-

vations are indispensable.

Recent X-ray astronomical observations with Chandra, XMM-Newton, and Suzaku

have detected numerous SWCX events (e.g., Wargelin et al., 2004; Snowden et al., 2004;

Fujimoto et al., 2007). Carter and Sembay (2008) and Carter et al. (2011) systematically

searched for geocoronal SWCX events from XMM-Newton archival data. Most of the

events occurred during periods when XMM-Newton observed through the sub-solar

side of the magnetosheath. Models to simulate a spatial distribution of geocoronal

SWCX emission (e.g., Robertson et al., 2006) indicate that the strongest emitters are

present in the nose of the magnetosheath and in the magnetospheric cusps owing to

dense populations of solar wind plasma and exospheric neutrals as shown in Figure

2.10. Strong SWCX events were sometimes detected even when their line-of-sight di-

rections intersected regions where no strong emissions are expected (e.g., the flanks of

the magnetosheath). These cases might originate from heliospheric SWCX events such

as CMEs passing through local heliospheric structures. Carter et al. (2010) argued that,

although XMM-Newton was not pointed to the regions where the strongest emissions

are expected, i.e., neither the nose of the magnetosheath nor the magnetospheric cusps,

the strongest, the most spectrally rich case was attributed to a CME passing through

the Earth on 2001 October 21.

Carter et al. (2011) attempted to model roughly 100 XMM-Newton observations

contaminated with time-variable geocoronal SWCX emission using a set of models to

compute positions of the magnetosheath boundaries, i.e., the bow shock and the mag-

netopause, and to predict solar wind conditions in the near-Earth region (e.g., Spreiter

et al., 1966). Approximately 50% of the modeled fluxes agreed with the observed ones

within a factor of two. Whittaker et al. (2016) compared results from an magnetohy-

drodynamics (MHD)-based model with 19 strong SWCX events listed in Carter et al.

(2011), giving only 6 cases (approximately 30%) returning count rates within a factor

of two of the observed values.

The bulk of these studies attempting to model geocoronal SWCX emission observed
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FIGURE 2.10: X-ray intensity map from geocoronal SWCX emission for
geomagnetic storm condition (Robertson et al., 2006).
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with Chandra and XMM-Newton have been concerned with observations of the bright

nose of the magnetosheath from positions that maximize the path length through the

magnetosheath (see Kuntz et al., 2015). Models of the magnetosheath have significant

difficulties determining distances from the Earth to the noses of the bow shock and

the magnetopause. The observer’s line of sight might have completely missed the

bright nose of the magnetosheath even with an error of 1 RE, which is one of the main

reasons for large discrepancies between models and observations. This problem has

also been exemplified by comparison of an MHD model with a dozen Chandra SWCX

observations (Wargelin et al., 2014).

Fujimoto et al. (2007) and Ezoe et al. (2010b) detected enhanced background events

in the directions of the north ecliptic pole and the celestial equator, respectively. These

enhancements showed significant temporal correlations with simultaneously observed

solar wind fluxes, which is one of the most explicit signatures of geocoronal SWCX

events. Ezoe et al. (2011) and Ishikawa et al. (2013) reported strong SWCX events asso-

ciated with arrivals of increased solar wind fluxes during intense geomagnetic storms.

Ishi et al. (2019) found an event in which background signals tracked abrupt solar

wind changes due to a CME-induced interplanetary shock and the CME itself. These

observed emissions exceeded by an order of magnitude compared to those predicted

from upstream solar wind fluxes and exospheric neutral hydrogen column densities

(e.g., Ezoe et al., 2010b; Ezoe et al., 2011; Ishikawa et al., 2013).

Compared to observations with Chandra and XMM-Newton, Suzaku can observe

geocoronal SWCX emission through line-of-sight directions roughly perpendicular to

the surface of the magnetosheath, i.e., the flanks of the magnetosheath. Model un-

certainties in the nose of the magnetosheath have smaller effects on their results, e.g.,

overall fluxes and light curves. Modeling difficulties stem from the fact that the path

length through the magnetosheath is much shorter and geocoronal SWCX emission

from the flanks of the magnetosheath is intrinsically weaker.

The low-Earth orbit of Suzaku allows us to observe one of the strongest emitters,
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i.e., the magnetospheric cusps, which is difficult to observe with high-Earth orbit satel-

lites (e.g., Chandra and XMM-Newton) due to Earth avoidance angles. Temporal varia-

tions with time scales of several minutes as observed with Suzaku (e.g., Fujimoto et al.,

2007) are attributed to abrupt changes in the path length through the near-cusp region

during an orbital motion of Suzaku. There are no good models for such geocoronal

SWCX events.
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Instrumentation

X-rays from astronomical objects can only be measured from space because the Earth’s

atmosphere blocks them. Astronomers continue to launch many rockets and satellites

devoted to observations of celestial X-ray sources. About thirty X-ray astronomy satel-

lites have been launched. The United States, Russia, Europa, and Japan have launched

most of them. There are two large X-ray astronomy satellites, Chandra and XMM-

Newton, currently operating in orbit.

Chandra, launched on 1999 July 23, is one of the National Aeronautics and Space

Administration (NASA) flagship missions, playing a role in the fleet of “great obser-

vatories.” It achieves the highest angular resolution and provides us with spectacular

images but is not suitable to observe extended X-ray sources like geocoronal SWCX

emission because an instrumental background is high due to a high-altitude orbit pass-

ing through the Earth’s radiation belts.

The X-ray Multi-mirror Mission (called XMM-Newton for short) is the second cor-

nerstone of the European Space Agency (ESA) programme Horizon 2000. It was launched

on 1999 December 10. A large effective area gives us spectra with good statistics.

XMM-Newton is one of the suitable satellites to detect geocoronal SWCX events. It

is placed in a highly elliptical orbit with an apogee of about 115,000 km and a perigee

of about 6,000 km. The Earth limb avoidance angle is 42◦. The minimum observable

altitude is 40,000 km. These constraints make it difficult to observe geocoronal SWCX

emission from the near-Earth region.
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The Japanese X-ray astronomy satellite Suzaku, operated from 2005 to 2015, pro-

vides us with different views unlike the above satellites. A low-attitude orbit allows

us to observe geocoronal SWCX emission from the near-Earth region. Suzaku is one

of the suitable satellites to detect geocoronal SWCX events thanks to its low and sta-

ble instrumental background and good energy resolution and response. The details of

Suzaku are described in the following section.

3.1 The Suzaku satellite

Suzaku (Mitsuda et al., 2007) is the fifth in a series of Japanese X-ray astronomy satel-

lites, launched on 2005 July 10. It was managed by the Institute of Space and Astronau-

tical Science of Japan Aerospace Exploration Agency (ISAS/JAXA). The solar paddles

and extensible optical bench (EOB) were first deployed after the launch. Its orbit is

near-circular with an apogee of 568 km, an orbital inclination of 31.9◦, and an orbital

period of about 96 minutes. Figure 3.1 shows a schematic view of the Suzaku orbit.

FIGURE 3.1: The 96-minute Suzaku orbit.1

1The image is taken from the Suzaku technical description: https://heasarc.gsfc.nasa.gov/docs/
suzaku/prop_tools/suzaku_td/.

https://heasarc.gsfc.nasa.gov/docs/suzaku/prop_tools/suzaku_td/
https://heasarc.gsfc.nasa.gov/docs/suzaku/prop_tools/suzaku_td/
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There are three scientific payloads. The first one is the X-ray Imaging Spectrome-

ter (XIS; Koyama et al., 2007), which covers an energy range of 0.2–12 keV. The sec-

ond one is the Hard X-ray Detector (HXD; Takahashi et al., 2007), which extends a

bandpass with higher energies of 10–600 keV. The HXD data are not used because our

target is mainly composed of soft X-rays below 2 keV. The third one is an X-ray micro-

calorimeter (X-Ray Spectrometer, XRS; Kelley et al., 2007), which has a higher energy

resolution in an energy range of 0.3–12 keV. The XRS lost its cryogen in the very early

phase and hampered its operation in orbit. The configuration of the above payloads is

shown in Figure 3.2. The capabilities of Suzaku are summarized in Table 3.1.

TABLE 3.1: Overview of Suzaku capabilities after Mitsuda et al. (2007).

S/C Orbital apogee 568 km
Orbital period 96 min
Observing efficiency ∼43%

XRT Focal length 4.75 m
Field of view 17′ at 1.5 keV

13′ at 8 keV
Plate scale 0.724′ mm−1

Effective area 440 cm2 at 1.5 keV
250 cm2 at 8 keV

Angular resolution 2′ (HPD)

XIS Field of view 17.8′ × 17.8′

Bandpass 0.2–12 keV
Pixel grid 1024 × 1024
Pixel size 24 µm × 24 µm
Energy resolution ∼130 eV at 6 keV (FWHM)
Effective area (incl. XRT) 330 cm2 (FI), 370 cm2 (BI) at 1.5 keV

160 cm2 (FI), 110 cm2 (BI) at 8 keV
Time resolution 8 s (normal mode)

3.1.1 X-Ray Telescope (XRT)

Suzaku has five X-Ray Telescopes (XRTs; Serlemitsos et al., 2007). Four of them (XRT-

I0–3) are used for the XIS. The remaining one (XRT-S) is used for the XRS. The XRT
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FIGURE 3.2: Side view of Suzaku with internal structures after EOB de-
ployment (Mitsuda et al., 2007).
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module consists of closely nested thin-foil plates that reflect X-rays at small grazing

angles. It is a cylindrical shape with the following components:

• A thermal shield at the entrance aperture to keep internal temperatures as uni-

form as possible;

• A pre-collimator mounted on metal rings for elimination of stray lights;

• A primary stage for the first X-ray reflection;

• A secondary stage for the second X-ray reflection;

• A base ring for structural integrity and an interface with the EOB of the space-

craft.

All the above components except for the base ring are constructed in segments with an

azimuth angle of 90◦. Four quadrants are joined by interconnect couplers and by the

top and base rings. The housing is made of aluminum to reduce weight. Each reflector

consists of a substrate made of aluminum and an epoxy adhesion layer to bond the

reflecting gold surface. Such thin substrates permit high-density nesting and provide

a large collecting area with a moderate angular resolution at an energy range of 0.2–12

keV.

Optical axis

Figure 3.3 shows a location of the optical axis of each XRT-I module, showing source

positions when an instrument is pointed at the aim point. The calibration data were

taken from a series of observations of the Crab Nebula in 2005 August–September. The

focal positions are close to the optical center with a deviation of ∼1′. Each optical axis

is expected to scatter within an angular range of ∼1′. The field of view overlaps each

other.
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FIGURE 3.3: Focal positions of four XIS sensors when the satellite was
pointed at the Crab Nebula in 2005 August–September (Serlemitsos et al.,

2007). DETX and DETY indicate the detector coordinate system.
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Effective area

The effective area was calibrated in orbit using observations of the Crab Nebula in

2005 September. The XIS sensors were operated in the normal mode with the 0.1 s

burst option to avoid pile-up events and telemetry saturations. The hydrogen column

density and photon index were estimated to be (0.32–0.33) × 1022 cm−2 and 2.09 ±

0.01, respectively. These values are consistent with the standard ones.

Vignetting effect

Suzaku observed the Crab Nebula in 2005 August at different off-axis angles of 0′, 3.5′,

and 5.7′. The vignetting effects of the four XRT-I modules were studied. Figure 3.4

shows vignetting curves compared with those calculated by a ray-tracing simulator,

providing us with an effective area with an accuracy of ∼10%.

Angular resolution

The dwarf nova SS Cygni was observed in 2005 November. This object is a point source

with a moderate brightness, e.g., 3.6, 5.9, 3.7, and 3.5 counts s−1 for XIS 0, 1, 2, and 3,

respectively. Pile-up effects are negligible even at the brightest image center. Figure

3.5 shows X-ray images, point spread functions (PSFs), and encircled-energy fractions

(EEFs). The EEF is normalized to unity at the edge. Each half power diameter (HPD)

was estimated to be 1.8′, 2.3′, 2.0′, and 2.0′ for XRT-I0, 1, 2, and 3, respectively. These

values are consistent with those from ground-based calibration experiments.
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FIGURE 3.4: Vignetting curves of four XRT modules using the Crab Neb-
ula observation in 2005 August (Serlemitsos et al., 2007). The model curves
were calculated with a ray-tracing simulator with spectral parameters of
NH = 0.33 × 1022 cm−2, photon index of 2.09, and normalization of 9.845

photons cm−2 s−1 keV−1 at 1 keV.
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3.1.2 X-ray Imaging Spectrometer (XIS)

The XIS instrument consists of four sensors: XIS 0, 1, 2, and 3. Each sensor has an X-ray

sensitive charge-coupled device (CCD). A surface with a gate structure that transfers

charge packets to a readout gate is called “front side.” Front-illuminated (FI) CCDs

(XIS 0, 2, and 3) detect photons on this side. Absorption of photons passing through

such gate structures reduces quantum efficiency at lower energies. A back-illuminated

(BI) CCD (XIS 1) receives photons from “back side” with no gate structures and has

a higher quantum efficiency below 1 keV. Electrons drift to an opposite gate structure

and produce a diffusive spread of an electron cloud which results in a worse energy

resolution. Figure 3.6 shows comparisons between total effective areas combined with

XRT efficiencies. There are some spectral features originating from elemental compo-

sitions, i.e., K-shell absorption edges of oxygen (0.54 keV) and aluminum (1.56 keV) in

optical blocking filters and a number of weak M-shell features between 2 and 3 keV

due to gold reflectors.

FIGURE 3.6: Effective area of one XRT + XIS system for FI and BI CCDs
(Mitsuda et al., 2007).
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Filter contamination

To suppress signals from optical and UV photons, optical blocking filters are installed

in front of each sensor. It is made of polyimide with a thickness of 1000 Å, which is

coated with 400 Å-thick aluminum on one side and with 800 Å-thick one on the oppo-

site side. Quantum efficiency below 2 keV decreases in orbit due to accumulation of

contaminated materials. The optical blocking filter is subject to radiation cooling and

its low temperature causes such accumulation. Contamination sources are outgassing

from a spacecraft’s body and consist of several different materials with time-variable

compositions. Thickness and chemical composition are monitored by observing stan-

dard cosmic X-ray sources and scatted solar X-rays.

Energy response and resolution

An X-ray photon is absorbed on a pixel and is converted to an electric charge which

produces a voltage at an analog output. This voltage, i.e., “pulse-height,” is propor-

tional to an energy of an incident X-ray photon. A pulse-height distribution function

for monochromatic X-rays can not be represented by a single Gaussian model because

it has a tail component at lower pulse-height sides. These tail components require a

second Gaussian model, i.e., “sub peak component.” Electrons are split over a few pix-

els. Some pixels have pulse-heights lower than a split threshold and are not counted

as a signal. A fraction of lower energy tail components of Suzaku/XIS is very small

and clear peaks are exhibited. The energy resolution for oxygen Kα lines at 0.525 keV

is ∼50 eV (FWHM) for XIS 1 and ∼40 eV (FWHM) for XIS 0, 2, and 3.

Hot and flickering pixels

Hot pixels always output signals over a threshold of pulse-heights without input sig-

nals. Such pixels are not usable for observations and their signals should be disre-

garded. Hot pixels can be recognized on board and are excluded by standard event

detection processes. There are some pixels that intermittently output signals over a
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threshold of pulse-heights. Such pixels are called flickering pixels. It is difficult to

identify flickering pixels on board. These pixels need to be removed during ground

pile-line processes. Flickering pixels sometimes cluster around specific columns. This

makes it relatively easy to identify them.

Radiation damage

Radiation damage by cosmic particles causes an increase in dark levels and a decrease

in charge transfer efficiency. The former is expected to be small due to an operating

temperature of −90 ◦C. The latter is unavoidable. Three 55Fe isotopes are mounted on

each sensor in order to calibrate an energy scale in orbit. It emits strong Mn Kα and Kβ

lines at 5.9 and 6.5 keV, respectively. Two sources are attached on the sidewalls of the

housing and illuminate two corners to monitor charge losses during transfers by gain

comparison. The other one is attached on the door and illuminates the entire chip for

the initial calibration before opening the door. A chip device of Suzaku/XIS employs

space-row charge injection to recover charge transfer efficiency. Periodically injected

artificial charges fill radiation-induced traps, preventing electrons produced by X-ray

photons from being captured in such charge traps.

Instrumental background

The Suzaku instrumental background mainly originates from cosmic rays and its spec-

trum consists of a continuum and several emission lines. The continuum component

is produced when cosmic rays directly deposit their energies on a chip. Fluorescent X-

rays are emitted when cosmic rays interact with a spacecraft’s body. The low-Earth or-

bit of Suzaku provides us with quite stable background levels on time scales of months.

The background rate at an energy range of 0.4–12 keV is 0.3–0.6 counts s−1 for XIS 1

and 0.1–0.2 counts s−1 for XIS 0, 2, and 3.
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3.2 Solar wind monitoring satellites

To obtain information on solar wind plasma and interplanetary magnetic fields, we uti-

lized two solar wind monitoring satellites, WIND and ACE, currently orbiting around

the Lagrangian point L1 between the Sun and Earth (about 1.5 million km from Earth).

3.2.1 WIND

WIND, launched on 1994 November 1, is the first spacecraft in the Global Geospace

Science initiative and part of the International Solar-Terrestrial Physics program. Fig-

ure 3.7 shows an orbit after the launch. The WIND spacecraft was first placed in a

“double lunar swing-by” orbit for the first nine months of operation and was then in-

serted into a “halo” orbit around the Lagrangian point L1 between the Sun and Earth

taking some detours.

FIGURE 3.7: The WIND orbit after the launch.



44 Chapter 3. Instrumentation

Solar Wind Experiment (SWE)

The Solar Wind Experiment (SWE; Ogilvie et al., 1995) measures ions and electrons

in solar winds, which allows scientists to determine solar wind velocity, density, and

temperature and to reveal properties of plasma and its pivotal roles in transfers of

mass, momentum, and energy from the Sun to Earth. It consists of a vector electron and

ion spectrometer (VEIS), a strahl sensor, and two Faraday cup (FC) sensors. The VEIS

determines a distribution function of ions and electrons at energy and charge ranges

from 7 V to 24.8 kV. The strahl sensor characterizes any magnetic field aligned beams,

i.e., “strahl,” in solar wind electron velocity distributions at energy and charge ranges

from 5 V to 5 kV. The FC measures solar wind protons and alpha particles at energy

and charge ranges up to 8 kV. It is particularly suited for measurements of flowing

supersonic plasma to obtain information on velocity, density, and temperature.

Magnetic Field Investigation (MFI)

The Magnetic Field Investigation (MFI) provides large-scale structures and fluctua-

tions in solar wind’s magnetic fields. Such magnetic fields transport energies and ac-

celerate particles. Magnetic field observations are important for studying solar wind-

magnetosphere coupling processes.

3.2.2 ACE

The Advanced Composition Explorer (ACE) is an explorer mission that was man-

aged by the Office of Space Science Mission and Payload Development Division of

NASA/GSFC. It was launched on 1997 August 25 from the Kennedy Space Center in

Florida. Figure 3.8 shows an orbit after the launch.
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FIGURE 3.8: The ACE orbit after the launch.

Solar Wind Ion Composition Spectrometer (SWICS)

The Solar Wind Ion Composition Spectrometer (SWICS; Gloeckler et al., 1998) is an

instrument optimized for measurements of chemical and isotopic composition of so-

lar particles. It is a time-of-flight mass spectrometer that measures energy per charge,

time-of-flight, and residual energy. This allows us to estimate speed, mass per charge,

charge, and mass for each ion. Its operation is based on techniques of particle identifi-

cation using a combination of electrostatic deflection, post-acceleration, time-of-flight,

and energy measurement. Figure 3.9 shows the principle of operation illustrating the

functions of five basic sensors:

• Ions of kinetic energy E, mass M, and charge state Q enter a sensor through a

collimator that selects proper entrance trajectories of particles.

• The electrostatic deflection analyzer acts as a UV trap and an energy per charge

(E/Q) filter, allowing only ions within a given energy per charge interval (deter-

mined by a stepped deflection voltage) to enter the time-of-flight versus energy
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FIGURE 3.9: Principle of the time-of-flight mass spectrometer with
ACE/SWICS (Gloeckler et al., 1998).

system.

• Ions are post-accelerated by up to 30 kV before entering the time-of-flight versus

energy system. The gained energy is sufficient to be adequately measured by

the solid-state detectors which typically have energy thresholds of 25–35 keV. An

energy measurement is required for determining the mass composition of an ion

population. Ions with energies below ∼30 keV must be accelerated if their mass

is to be identified.

• The speed of each ion is determined by measuring the travel time τ of the particle

between the start and stop detectors separated by a distance of 10 cm in the time-

of-flight system.

• The particle identification is completed by measuring the residual energy of the

ions in a conventional low-noise solid-state detector.

From simultaneous measurements of the time-of-flight τ, and residual energy Emeas,

and a knowledge of E/Q and the post-acceleration voltage Ua, we can determine mass

(M), charge state (Q), incident energy (E), and incident speed (Vion) of each ion as
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follows:

M = 2(τ/d)2(Emeas/α), (3.1)

Q =
Emeas/α

(Ua + E/Q) · β
≈ (Emeas/α)/Ua, (3.2)

M/Q = 2(τ/d)2(Ua + E/Q)β ≈ 2(τ/d)2Ua, (3.3)

Eion = Q · (E/Q), (3.4)

Vion = 438 · [(E/Q)/(M/Q)]2, (3.5)

where d is the flight path, β takes account of the small energy loss of ions in the thin foil

of the start-time detector, and α is the nuclear defect in solid state detectors. The units

of Vion are km s−1 when E/Q is in keV e−1 and M/Q is in amu e−1. The approximate

expressions for Q and M/Q hold for typical solar wind ions.

Solar Wind Electron, Proton & Alpha Monitor (SWEPAM)

The Solar Wind Electron, Proton & Alpha Monitor (SWEPAM; McComas et al., 1998)

measures solar wind electrons and ion fluxes as functions of directions and energies,

providing information on solar wind conditions every minute and real-time solar wind

data continuously telemetered to the ground for space weather purposes. Electrons

and ions are measured by separate sensors. The electron sensor has an energy range

of 1–1350 eV. The ion sensor measures particle energies between 0.26 and 36 keV q−1.

Both sensors use an electrostatic analyzer with a fan-shaped field of view and measure

energy per charge of each particle by bending flight paths. Its field of view is swept in

all solar wind directions by spacecraft rotations.

Magnetometer (MAG)

The Magnetometer (MAG) measures interplanetary magnetic field directions and mag-

nitudes as a function of time. Except for minor modifications, it is a flight spare on the

WIND spacecraft.
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Chapter 4

Geocoronal SWCX observations

This chapter gives descriptions of our observational data and filtering procedures.

4.1 Observational data

Our observational data consist of the five Suzaku detections of bright geocoronal SWCX

events listed in Table 4.1. These observations showed clear temporal variations in soft

X-ray backgrounds which are established as time-variable components of geocoronal

SWCX emission in the past studies (Fujimoto et al., 2007; Ezoe et al., 2010b; Ezoe et al.,

2011; Ishikawa et al., 2013; Ishi et al., 2019). Those of heliospheric SWCX emission

are expected to be constant during observations of several hours to a couple of days.

Therefore, we can extract only geocoronal SWCX emission.
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The observational parameters are summarized in Table 4.1. The solar activity dur-

ing the first four observations (ObsIDs: 100009010, 100014010, 100018010, and 500009010)

was approaching its minimum, the end of the 23rd solar cycle, while that during the

last observation (ObsID: 508072010) was around the maximum of the 24th solar cycle.

Hereafter, we call these observations ID1–5 as defined in Table 4.1.

There is another bright SWCX event detected with Suzaku as reported in Asakura

et al. (2021). It consists of a set of two observations on 2005 September 11–13 and 2006

January 26–27. The former spectrum contained a series of enhanced emission lines

from highly charged ions in CMEs, while the latter one did not. Their solar activities

and line-of-sight directions relative to a stream of interstellar neutrals, i.e., the down-

wind gravitational focusing cone of interstellar helium atoms, are different, resulting

in a potentially different heliospheric SWCX contribution to each observation. Consid-

ering significant difficulties predicting solar wind propagations and interstellar neutral

distributions on large spatial scales, we did not use this event for comparison.

Figure 4.1 shows average line-of-sight directions in geocentric solar ecliptic (GSE)

coordinates during each observation. These line-of-sight directions passed through a

variety of regions in the Earth’s magnetosphere, i.e., the dusk side of the mid-latitude

magnetosheath (ID1), the night side of the high-latitude magnetosheath (ID2), the

northern polar cusp (ID3), the day side of the low-latitude magnetosheath (ID4), and

the southern polar cusp (ID5). The Suzaku solar-angle constraint had been tightened

from 65◦–115◦ to 70◦–110◦ during the Suzaku AO-7 cycle (2012 April–2013 March) due

to the solar panel degradation in power output. The former applied to the observations

of ID1–4, while the latter to that of ID5. This change may influence scattering of solar

X-rays to each observation. Therefore, we quantitatively check this possibility later in

Subsection 4.2.2.

We used only XIS 1 data because it is more sensitive to soft X-rays than the other

detectors (XIS 0, 2, and 3). Figure 4.2 shows an XIS 1 image in the 0.2–1 keV band

during each observation. To minimize contamination from bright X-ray source(s) in

the field of view of ID1, 2, and 5, we chose triangle or polygon regions located at
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FIGURE 4.1: Average line-of-sight directions in the GSE coordinate system
during the observations of ID1–5. The hatched regions mark the Sun angle

range prohibited in Suzaku observations outside 65◦–115◦.
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the corners of each field of view for the following light curve and spectral analyses.

Hereafter, we call these regions terrestrial diffuse X-ray (TDX) regions. For those of

ID3 and 4, we defined a circular region with a radius of 8.5′ as the TDX region by

considering well-calibrated radial profiles of contamination distributions on optical

blocking filters. There are two sources emitting hard X-rays above 2 keV in the field

of view of ID4 (see Ebisawa et al., 2008). Therefore, we excluded these sources or two

circular regions with radii of 2′ and 2.5′ from the TDX region. The total areas of each

TDX region are summarized in Table 4.1.

4.2 Filtering procedures

Using the HEAsoft version 6.27.2 package, we performed data analysis from cleaned

event files screened through the Suzaku final pipeline processing version 3.0.22.43 and

3.0.22.44, both reprocessed after the end of satellite operations in 2015. Events were fil-

tered by standard screening criteria, which remove high-background intervals mainly

during passages through the South Atlantic Anomaly and through regions of low ge-

omagnetic cut-off-rigidities.

4.2.1 Mitigation of non X-ray backgrounds

Hot and flickering pixels were removed with the latest calibration database but the

number of noise pixels cumulatively increased in the later phase of the Suzaku mis-

sion, resulting in an increased non X-ray background (NXB) level. For the data of

ID5 observed in 2013, we excluded noise events by a cumulative flickering pixel map

identified by the calibration team of Suzaku/XIS. For those of ID1–4 observed in 2005,

soon after the launch of the satellite, we did not exclude such events because such

pixels were not identified at that time.

Although XIS 1 kept a spectral resolution good enough in the early observation, it

became worse due to radiation damage by cosmic particles. To rejuvenate its spectral

resolution by filling charge traps with artificially injected charges, spaced-row charge
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FIGURE 4.2: XIS 1 0.2–1 keV images of ID1–5. The images are binned in
4 × 4 pixels and smoothed by a Gaussian kernel of σ = 2.5 binned-pixels.
The green triangle, circle, and polygon regions except for the hatched cir-

cle ones are used for light curve and spectral analyses.
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injection had been performed since 2006. For the observation of ID5, we removed not

only the first but also second rows adjacent to charge injected ones to avoid leaked

events due to an increased charge injection from 2 to 6 keV after 2011.

The above additional screening of ID5 resulted in an improved signal-to-noise ratio

in soft bands below 1 keV. The effective area of the TDX region decreased by ∼6%,

while the NXB rate in the 0.2–1 keV band derived from the night-Earth database (Tawa

et al., 2008) was suppressed by ∼19%.

4.2.2 Removal of scattered solar X-rays

The interaction between solar X-rays and neutral oxygen atoms or molecules in the

Earth’s atmosphere produces a fluorescent emission line at 0.525 keV. This line some-

times appears even after excluding periods where elevation angles from the Earth rim

(ELV) and the bright-Earth rim (DYE_ELV) are less than 5◦ and 20◦, respectively (e.g.,

Sekiya et al., 2014).

For each observation, we checked spectra extracted from the TDX region at different

ELV values of 5◦ (default criterion), 10◦, 20◦, and 30◦. The observations of ID1 and

5 showed a strong neutral oxygen emission line. This line became negligible when

the ELV value was changed from 5◦ to 10◦. Therefore, we adapted the ELV value of

10◦. The exposure times of ID1 and 5 decreased by ∼1% and ∼10%, respectively. The

default criterion was applied to the other observations because no significant neutral

oxygen emission line was observed. The exposure times of ID1–5 are summarized in

Table 4.1.

We also checked spectra at different DYE_ELV values of 20◦ (default criterion), 30◦,

40◦, 50◦, and 60◦. The neutral oxygen emission lines of ID1 and 5 became negligible

when the DYE_ELV values were set to 30◦ and 40◦, respectively, reducing the exposure

times by ∼14% and ∼38%. Considering a significant loss of the exposure time, we

decided to change the ELV value rather than the DYE_ELV value.
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Chapter 5

Analysis

This chapter describes our analysis procedures for geocoronal SWCX observations.

5.1 Light curves

For each observation, we plot X-ray light curves extracted from the TDX region in the

0.5–0.7 keV band in Figures 5.1–5.5. This band contains O VII and O VIII emission lines

often seen in geocoronal SWCX events. The 0.5–0.7 keV count rate shows two features.

One is a sudden enhancement during the observations of ID1, 3, and 5. The other is a

gradual one during those of ID2 and 4. There appear to be some increases just before

the sudden ones of ID1, 3, and 5. These temporal variations should be related to solar

wind and geomagnetic events as mentioned later in Subsections 5.1.1 and 5.1.2.

Hereafter, we define the stable, pre-flare, and flare periods as indicated by the black

bars in Figures 5.1–5.5. The average rates or the total counts divided by the exposure

time during each period are shown in Table 5.1. That of ID1 increased by a factor of

∼3 during the pre-flare period, while those of ID3 and 5 increased by ∼34% and ∼20%

from the stable period to the pre-flare period, respectively. That of ID1 increased by a

factor of ∼4 during the flare period, while those of ID2–5 increased by a factor of ∼2

during the flare period.

For comparison, we then plot X-ray light curves in the 2.5–5 keV band. This band
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TABLE 5.1: XIS 1 count rates extracted from the TDX region.∗

ID Energy band Stable Pre-flare Flare

1 0.5–0.7 keV 0.12 ± 0.01 0.34 ± 0.05 0.53 ± 0.02
2.5–5 keV 0.47 ± 0.02 0.57 ± 0.07 1.39 ± 0.04

2 0.5–0.7 keV 0.31 ± 0.02 – 0.67 ± 0.03
2.5–5 keV 0.17 ± 0.02 – 0.52 ± 0.02

3 0.5–0.7 keV 0.20 ± 0.01 0.27 ± 0.01 0.36 ± 0.01
2.5–5 keV 0.19 ± 0.01 0.22 ± 0.01 0.27 ± 0.01

4 0.5–0.7 keV 0.07 ± 0.01 – 0.12 ± 0.01
2.5–5 keV 0.37 ± 0.01 – 0.39 ± 0.01

5 0.5–0.7 keV 0.17 ± 0.01 0.20 ± 0.01 0.33 ± 0.01
2.5–5 keV 0.12 ± 0.01 0.11 ± 0.01 0.12 ± 0.01

∗ In units of 10−3 counts s−1 arcmin−2.

is composed of a non-SWCX continuum, e.g., originating from enhanced particle back-

grounds. The 2.5–5 keV count rate shows some abrupt changes during the observa-

tions of ID1–3 but less variabilities during those of ID4 and 5. These changes were

consistent with passages through regions of low geomagnetic cut-off-rigidities. The

average rates are shown in Table 5.1. That of ID1 increased by ∼23% from the stable

period to the pre-flare period and by a factor of ∼3 during the flare period. That of ID2

increased by a factor of ∼3 during the flare period, while that of ID3 increased by ∼14%

and ∼40% from the stable period to the pre-flare and flare periods, respectively. Those

of ID4 and 5 were almost constant during each period. There remain some increases,

e.g., by a factor of ∼2 during the flare period of ID1 and 2, even after excluding peri-

ods where geomagnetic cut-off-rigidities are less than 8 GV, which is stricter than the

default value of 4 GV. This indicates that more particles penetrate into the low-Earth

orbit through the Earth’s magnetosphere. The soft bands of ID1–3 may be affected by

such particle-induced backgrounds. Therefore, we quantitatively check their spectral

contributions later in Subsection 5.2.3.
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FIGURE 5.1: XIS 1 0.5–0.7 and 2.5–5 keV light curves extracted from the
TDX region of ID1, solar wind proton density np, velocity vp, helium to
proton ratio He/p, IMF BX, BY, and BZ in GSM coordinates, and SYM-H
index as functions of times in UT. The vertical errors are 1σ significance.
The solar wind parameters were taken from the WIND and ACE satellites
(black and red). The IMF components were taken from the ACE satellite.
The WIND and ACE data were time-shifted to the near-Earth region. The
SYM-H index was taken from the World Data Center for Geomagnetism,

Kyoto.
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FIGURE 5.2: Same as Figure 5.1, but for ID2.
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FIGURE 5.3: Same as in Figure 5.1, but for ID3.
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FIGURE 5.4: Same as in Figure 5.1, but for ID4.
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FIGURE 5.5: Same as Figure 5.1, but for ID5.
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5.1.1 Solar activities

In Figures 5.1–5.5, we plot three representative solar wind parameters, proton density,

velocity, and helium to proton ratio, and interplanetary magnetic field (IMF) compo-

nents, BX, BY, and BZ, in geocentric solar magnetic (GSM) coordinates. These data

were taken from the WIND and ACE satellites orbiting around the Lagrangian point

L1 between the Sun and Earth and were shifted in time to account for solar wind propa-

gations between the L1 point to the near-Earth region using the same method described

in the OMNIWeb data documentation. The solar wind phase front was assumed to be

perpendicular to the ecliptic plane. The orientation of the phase front relative to the

Sun–Earth line was determined from an intermediate geometrical consideration be-

tween co-rotation and convection. The estimated propagation times were consistent

with those obtained from the OMNIWeb data products.

The proton density and velocity show discontinuous changes related to arrivals

of CME-induced interplanetary shocks during the observations of ID1, 3, and 5. The

velocity rises much further during the second half one of ID3, likely due to higher solar

wind streams from a coronal hole. The density shows some increases during those of

ID2 and 4, while the velocity increases during that of ID2 but decreases during that of

ID4. The former is probably associated with co-rotating interaction regions. The latter

might originate from solar wind inter-stream flows. The enhanced helium to proton

ratio during those of ID1, 3, and 5 should be related with unusual element and ion

abundances within CMEs (e.g., Richardson and Cane, 2004).

The IMF of ID3 and 5 shows intense fluctuations just after the interplanetary shocks

and smoothly rotating components of magnetic clouds during the passages of the CME

itself. That of ID1 shows no fluctuations within the turbulent sheath but smooth mag-

netic fields within the magnetic cloud.



5.2. Spectra 65

5.1.2 Geomagnetic activities

We plot the SYM-H index provided by the World Data Center for Geomagnetism, Ky-

oto, Japan, which is a measure of geomagnetic disturbances at mid-latitudes, similar

to the disturbance storm time (Dst) index but with a much higher time resolution.

Negative values indicate that a geomagnetic storm is in progress with an enhanced

westward ring current around the Earth (see Kanekal and Miyoshi, 2021).

The SYM-H index reached less than −100 nT on 2005 August 24 and 2005 August

31, i.e., during the observations of ID1 and 2, which is classified as a major geomag-

netic storm. These storms are associated with increased solar wind velocities and en-

hanced southward magnetic fields. That of ID3 experienced a moderate storm with

minimum values of −50 nT on 2005 September 3–4. This storm is probably due to

higher velocities but no southward magnetic fields within the magnetic cloud. No

fluctuations of magnetic fields and lower velocities resulted in less deflections dur-

ing that of ID4. There were no dramatic decreases because magnetic fields remained

northward within the magnetic cloud with lower velocities during that of ID5. The

compression of the magnetopause resulted in positive values and changes just after

the interplanetary shocks of ID1, 3, and 5.

5.2 Spectra

We extracted spectra from the TDX region during the stable, pre-flare, and flare periods.

These spectra include instrument and sky backgrounds. The former remains almost

constant during each observation thanks to the low-Earth orbit of Suzaku. The latter

consists mainly of diffuse Galactic and extragalactic emissions. Their spectral features

do not vary temporally. Therefore, we assumed background components to be con-

stant during each observation.
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5.2.1 Pre-flare periods

Figure 5.6 shows spectra produced by subtracting the stable period from the pre-flare

period, representing enhanced components during the pre-flare period. These spectra

contained oxygen emission lines between 0.5 and 0.7 keV. There were some emission

lines constituted of highly ionized carbon and nitrogen below 0.5 keV. We fitted each

spectrum with a theoretical model constructed by Bodewits et al. (2007). This model

includes cross sections for transition lines from highly charged ions (C V, C VI, N VI,

N VII, O VII, and O VIII) in collision with atomic hydrogen for several velocities. The

normalization of the principal transition with the largest cross section in each ion was

considered to be a free parameter, while those of the other transitions were fixed ac-

cording to the relative cross sections of each principal transition. For each spectral

fitting, we adopted a collision velocity of 600 km s−1, which is close to average solar

wind velocities during the pre-flare period. We added an extra Gaussian to reproduce

the lowest-energy emission line around 0.25 keV. The best-fit parameters are summa-

rized in Table 5.2.

5.2.2 Flare periods

We subtracted the stable period from the flare period. Figures 5.7 and 5.8 show the resul-

tant spectra for individual observations. These spectra contained a series of emission

lines from highly ionized carbon, nitrogen, and oxygen between 0.3 and 0.7 keV. We

fitted each spectrum with the Bodewits model and one or two extra Gaussians around

0.25 keV. We adopted a collision velocity of 400 km s−1 for the spectral fittings of ID2,

4, and 5 and that of 600 km s−1 for those of ID1 and 3. The spectra of ID3 and 5 showed

some excess emission lines from highly ionized neon, magnesium, and silicon above

0.7 keV. Therefore, we added 14 narrow Gaussians detected by Carter et al. (2010),

representing such emission lines between 0.7 and 2 keV. The other ones showed no

significant excess emission lines above 1 keV. The best-fit parameters are summarized

in Table 5.3.
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FIGURE 5.6: XIS 1 spectra during the pre-flare period of ID1, 3, and 5. The
stable spectrum during each observation is subtracted as a background.
The Bodewits model and a narrow Gaussian reproducing the lowest-

energy line are used. Their parameters are listed in Table 5.2.
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FIGURE 5.7: XIS 1 spectra during the flare period of ID1, 2, and 4. The
stable spectrum during each observation is subtracted as a background.
The Bodewits model and one or two narrow Gaussians reproducing the

lowest-energy lines are used. Their parameters are listed in Table 5.3.
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FIGURE 5.8: XIS 1 spectra during the flare period of ID3 and 5. The sta-
ble spectrum during each observation is subtracted as a background. The
Bodewits model, one or two narrow Gaussians reproducing the lowest-
energy lines, and 14 narrow Gaussians reproducing emission lines at

higher energies are used. Their parameters are listed in Table 5.3.



70 Chapter 5. Analysis

TABLE 5.2: Best-fitting parameters of the spectra shown in Figure 5.6.∗

ID1 ID3 ID5

C band lines Ec
† – 236 +16

−49 283 +2
−21

Norm.‡ – 4.7 ± 4.5 5.9 +3.4
−3.5

C V (299 eV) Norm.‡ 128 ± 106 28 ± 20 –
C VI (367 eV) Norm.‡ 7.8 (<25.2) 2.2 (<5.5) –
N VI (420 eV) Norm.‡ 3.9 (<13.7) 2.9 ± 2.1 –
N VII (500 eV) Norm.‡ 19 ± 11 0.56 (<2.03) –
O VII (561 eV) Norm.‡ 11 (<23) 5.9 ± 2.1 5.6 ± 3.9
O VIII (653 eV) Norm.‡ 4.2 (<12.0) 1.5 ± 1.3 5.8 ± 2.3

χ2/d.o.f 10.32/11 24.62/25 7.97/14

Power-law Photon index Γ – 0.35 +0.68
−0.35 –

Norm.§ – 1.0 ± 0.5 –

χ2/d.o.f – 22.46/33 –
∗ All the line widths are fixed at 0 eV.
† Ec is the line center energy in units of eV.
‡ Normalization in units of photons s−1 cm−2 str−1.
§ Normalization in units of photons s−1 cm−2 str−1 keV−1 at 1 keV.



5.2. Spectra 71

TA
B

L
E

5.
3:

Be
st

-fi
tt

in
g

pa
ra

m
et

er
s

of
th

e
sp

ec
tr

a
sh

ow
n

in
Fi

gu
re

s
5.

7
an

d
5.

8.
∗

ID
1

ID
2

ID
3

ID
4

ID
5

C
ba

nd
lin

es
E c

24
4
+

6
−

8
21

6
+

8
−

14
21

3
+

4
−

6
24

2
+

14
−

20
24

6
+

6
−

8
N

or
m

.
44

±
10

40
±

19
20

±
6

5.
0
+

2.
7

−
2.

8
38

±
11

C
ba

nd
lin

es
E c

–
27

1
+

6
−

11
26

8
+

5
−

6
–

–
N

or
m

.
–

20
±

8
7.

8
±

2.
3

–
–

C
V

(2
99

eV
)

N
or

m
.

19
1
±

47
55

+
50

−
52

40
+

16
−

17
30

±
18

–
C

V
I

(3
67

eV
)

N
or

m
.

35
+

8
−

9
38

±
9

12
±

3
0.

89
(<

3.
32

)
25

±
8

N
V

I
(4

20
eV

)
N

or
m

.
11

±
5

–
0.

12
(<

1.
69

)
2.

1
±

1.
5

–
N

V
II

(5
00

eV
)

N
or

m
.

13
±

4
6.

7
±

4.
6

2.
5
±

1.
2

1.
8
±

0.
9

2.
9

(<
6.

5)
O

V
II

(5
61

eV
)

N
or

m
.

41
+

5
−

6
33

±
6

7.
4
±

1.
6

4.
0
+

1.
2

−
1.

1
6.

7
±

5.
2

O
V

II
I

(6
53

eV
)

N
or

m
.

15
+

4
−

3
11

±
5

7.
6
±

1.
2

0.
41

(<
1.

04
)

34
±

4
Fe

X
V

II
(7

30
eV

)
N

or
m

.
–

–
1.

4
±

0.
6

–
2.

9
±

1.
9

Fe
X

V
II

(8
20

eV
)

N
or

m
.

–
–

0.
55

±
0.

49
–

–
Fe

X
V

II
I

(8
70

eV
)

N
or

m
.

–
–

–
–

–
N

e
IX

(9
20

eV
)

N
or

m
.

–
–

1.
0
±

0.
4

–
4.

5
±

1.
2

Fe
X

X
(9

60
eV

)
N

or
m

.
–

–
–

–
–

N
e

X
(1

02
2

eV
)

N
or

m
.

–
–

1.
3
±

0.
4

–
5.

2
±

0.
9

N
e

IX
(1

10
0

eV
)

N
or

m
.

–
–

0.
37

±
0.

30
–

0.
62

±
0.

60
N

e
X

(1
22

0
eV

)
N

or
m

.
–

–
0.

10
(<

0.
35

)
–

0.
18

(<
0.

67
)

M
g

X
I

(1
33

0
eV

)
N

or
m

.
–

–
1.

1
±

0.
3

–
5.

1
±

0.
7

M
g

X
II

(1
47

0
eV

)
N

or
m

.
–

–
0.

64
±

0.
29

–
1.

4
±

0.
5

M
g

X
I

(1
60

0
eV

)
N

or
m

.
–

–
0.

35
±

0.
29

–
0.

55
±

0.
42

A
l X

II
I

(1
73

0
eV

)
N

or
m

.
–

–
0.

22
(<

0.
52

)
–

0.
22

(<
0.

64
)

Si
X

II
I

(1
85

0
eV

)
N

or
m

.
–

–
0.

39
±

0.
27

–
1.

4
±

0.
5

Si
X

IV
(2

00
0

eV
)

N
or

m
.

–
–

0.
31

(<
0.

66
)

–
1.

2
±

1.
1

χ
2 /d

.o
.f

77
.9

5/
44

23
.1

7/
27

49
.2

2/
43

27
.8

6/
22

77
.4

1/
66

Po
w

er
-l

aw
Ph

ot
on

in
de

x
Γ

−
0.

20
±

0.
05

0.
04

+
0.

10
−

0.
09

0.
19

+
0.

16
−

0.
13

–
–

N
or

m
.

25
±

2
10

±
1

2.
4
±

0.
4

–
–

χ
2 /d

.o
.f

16
1.

82
/1

57
39

.9
2/

32
27

.3
3/

19
–

–
∗

D
efi

ni
ti

on
s

of
pa

ra
m

et
er

s
ar

e
th

e
sa

m
e

as
in

Ta
bl

e
5.

2.



72 Chapter 5. Analysis

5.2.3 Particle backgrounds

The spectra of ID1–3 have a potential influence of enhanced particle backgrounds.

Similar particle-induced backgrounds have been observed in past geocoronal SWCX

events most probably due to soft protons funneled by the telescope onto the detector

as described in Carter et al. (2010). These particles can produce spectrally featureless

signals in the wide band and throughout the entire field of view. Therefore, we fitted

each spectrum with a power-law model. The spectrum during the pre-flare period of

ID1 showed no significant excess components in the 1–5 keV band due to poor photon

statistics (on an exposure time of ∼3 ks). Those during the flare period of ID1 and 2

had some excess components in the 1–5 keV band, while those during the pre-flare and

flare periods of ID3 had some excess components in the 1–5 and 2–5 keV bands, respec-

tively. The other ones showed no significant excess components in the hard band. The

fitting results are summarized in Tables 5.2 and 5.3.

The above power-law continuum shows a correlation between its spectral hardness

and intensity, which becomes harder and stronger during intense geomagnetic storms

as shown in Figure 5.9. This supports the idea that the enhanced particle populations

in the Earth’s magnetosphere during geomagnetic storms penetrate into an observer’s

line of sight through closed magnetic field lines (e.g., Walsh et al., 2014).

We then extrapolated the above power-law continuum into the soft bands of ID1–

3. The normalizations of O VII and O VIII emission lines during the pre-flare period of

ID3 reduced by ∼2% and ∼11%, respectively, while those during the flare periods of

ID1–3 by ∼6% and ∼18%, ∼3% and ∼13%, and ∼3% and ∼4%. These reductions are

within the 90% confidence range listed in Tables 5.2 and 5.3. The enhanced particle

backgrounds are almost negligible in the soft bands of ID1–3.
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FIGURE 5.9: Comparisons between minimum values of SYM-H index and
power-law model parameters listed in Tables 5.2 and 5.3.
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Chapter 6

Geocoronal SWCX model

This chapter describes how to model geocoronal SWCX emission. This emission can

be estimated from integral of emissivities along an observer’s line of sight. For a single

ion species, its intensity is expressed by the following equation:

ISWCX =
1

4π

∫
nH nion vion α ds, (6.1)

where nH is the density of the neutral hydrogen atom in the Earth’s exosphere, nion

and vion correspond to the density and the velocity of the solar wind ion species of

interest, α accounts for the charge exchange cross section and transition probability for

relevant emission lines, and ds is the step length of integration. Below we explain these

parameters.

6.1 Exospheric neutral hydrogen distribution

To describe neutral exospheric densities as a function of radial distances from the Earth,

we used the simplified formula of Cravens et al. (2001): nH = nH0 (10 RE/r)3 with

nH0 = 25 cm−3, which is an approximation of results from Monte Carlo simulations

for several values of insolation at solstice and equinox (Hodges Jr., 1994). The Hodges

model is compatible with some measurements of hydrogen distributions using Lyman-

α column brightnesses from the night side of the Earth (e.g., Østgaard et al., 2003).
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There are several models of exospheric densities deduced from remote observations

using Lyman-α (e.g., Bailey and Gruntman, 2011; Baliukin et al., 2019), energetic neu-

tral atoms (e.g., Fuselier et al., 2010), and soft X-rays (e.g., Connor and Carter, 2019),

showing various densities ranging roughly from 5 to 50 cm−3 at 10 RE. The simpli-

fied formula that we adopted is an intermediate of these different models. We tested

each model and found that these uncertainties can change line intensities by a factor of

∼2–3.

6.2 Solar wind ion data

The O VII emission lines are produced by O7+ ions undergoing charge exchange to

become O6+ ions in excited states, while the O VIII emission lines are produced by O8+

ions. These ion densities can be deduced from that of solar wind proton multiplied

by helium to proton ratio, oxygen to helium ratio, and oxygen charge state fraction of

interest:

nOq+ = np

[
He
p

] [
O

He

] [
Oq+

O

]
, (6.2)

where the proton density can be obtained from the OMNIWeb data products where

cross-calibration issues between WIND/SWE and ACE/SWEPAM have already been

handled.

The He/p ratio can be taken from WIND/SWE and ACE/SWEPAM. The ACE/SWEPAM

He/p ratio suffers from a significant problem (see “Important Notes” of the OMNIWeb

data documentation). The WIND/SWE He/p ratio may be more appropriate.

The other parameters are only available from ACE/SWICS. We used SWICS 1.1

level 2 version 4.09 data processed on 2015 June 8. The instrument team of ACE/SWICS

estimated uncertainties of 30% for most parameters (see release notes). Below we de-

scribe solar wind ion data during each observation.
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• ID1: The WIND/SWE He/p ratio was sparse during most of the observation

except for a part of the stable period. The ACE/SWEPAM He/p ratio was lacking

during the flare period. Therefore, we used the ACE/SWICS He/p ratio during

the entire observation. The ACE/SWICS O/He ratio and oxygen charge state

fractions were available.

• ID2: The WIND/SWE He/p ratio was lacking during a part of the stable pe-

riod. Therefore, we used the ACE/SWEPAM He/p ratio during a part of the

stable period. The ACE/SWICS He/p ratio was used during periods where the

ACE/SWEPAM He/p ratio was not available. The ACE/SWICS O/He ratio and

oxygen charge state fractions were available.

• ID3: The WIND/SWE He/p ratio was sparse during most of the observation ex-

cept for the flare period. Therefore, we used the ACE/SWEPAM He/p ratio dur-

ing most of the observation except for the flare period. The ACE/SWICS He/p

ratio was used during periods where the ACE/SWEPAM He/p ratio was not

available. The ACE/SWICS O/He ratio and oxygen charge state fractions were

available.

• ID4: The WIND/SWE He/p ratio was available during the entire observation.

The ACE/SWICS O/He ratio and oxygen charge state fractions were available.

• ID5: The WIND/SWE He/p ratio was sparse during the flare period. Therefore,

we used the ACE SWEPAM He/p ratio during the flare period. The ACE/SWICS

O/He ratio and oxygen charge state fractions were not available after hardware

anomalies altered instrumental operational states on 2011 August 23. We thus

refer to slow (442 km s−1) and fast (810 km s−1) solar wind ion abundances listed

in Schwadron and Cravens (2000). The solar wind velocity ranged roughly from

400 to 500 km s−1 during the entire observation. Therefore, we used the slow so-

lar wind values. The He/O ratio was assumed to be 78. The O7+/O and O8+/O

ratios were set to 0.20 and 0.07, respectively.
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The remaining parameter is oxygen ion velocities. These ion velocities were as-

sumed to be the same as the proton values. Thermal velocities were added in quadra-

ture to them:

vOq+ ≃
√

v2
p +

3kBTp

mp
, (6.3)

where kB is the Boltzmann constant, Tp is the proton temperature, and mp is the proton

mass. The proton velocity and temperature can be obtained from the OMNIWeb data

products.

6.3 Charge exchange cross section

Charge exchange cross sections and line yields for each transition of O7+ (seven transi-

tions) and O8+ (five transitions) ions were taken from Bodewits et al. (2007). To obtain

values corresponding to a particular collision velocity, we interpolated the tabled val-

ues for the five ones (200, 400, 600, 800, and 1000 km s−1). Total cross sections for

O VII and O VIII emission lines are shown in Figure 6.1. The former is almost constant

but the latter strongly depends on collision velocities. Bodewits et al. (2007) estimated

uncertainties to be approximately 20%.

6.4 Line of sight integration

Magnetosheath plasma populations are responsible for soft X-ray emitters, while mag-

netospheric ones contain few highly charged ions required to produce soft X-rays.

Therefore, we assumed relevant ion densities to be zero inside the magnetopause and

outside the bow shock. The magnetopause and bow shock positions were determined

from empirical models of Shue et al. (1998) and Merka et al. (2005), respectively. The

former is parametrized by the IMF BZ component in GSM coordinates and the so-

lar wind dynamic pressure, while the latter is parametrized by the upstream Alfvénic
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FIGURE 6.1: Total cross sections for O VII and O VIII emission lines after
Bodewits et al. (2007).
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Mach number. Both models represent average positions for particular solar wind pa-

rameters so that abrupt changes, e.g., the interplanetary shock-induced impulses of

ID1, 3, and 5, are not easy to consider.

The magnetospheric cusp is a narrow throat of magnetic field lines poleward of

the last closed field line on the day side of the Earth. These magnetic field lines are

open and allow solar wind plasma to enter deep into the near-Earth region with higher

exospheric densities (e.g., Walsh et al., 2016). The magnetopause model does not take

into account cusp geometries. Therefore, we used the Earth’s magnetic field model

(Tsyganenko and Sitnov, 2005 and references therein) to examine whether magnetic

field lines along line of sights are closed, open but connected to the north or south

poles, or not connected to Earth. The Tsyganenko model is a semi-empirical best-fit

representation for the Earth’s magnetic field. Its input parameters are the solar wind

dynamic pressure, the Dst index, the IMF BY and BZ components in GSM coordinates,

and a set of variable weight coefficients provided by TS05 web repository. We traced

magnetic field lines along an observer’s line of sight and determined points whose

magnetic fields are open to the day side of the Earth, i.e., cusp regions where solar

wind plasma can exist.

Figure 6.2 shows configuration of our modeled magnetopause, bow shock, and

magnetic field lines during the observation of ID3. We thus integrate emissivities at

magnetosheath and cusp regions along an observer’s line of sight. The solar wind

plasma is being shocked downstream of the bow shock. We considered this effect us-

ing the Rankine–Hugoniot equations. The polytropic index was set to 1.46 (e.g., Totten

et al., 1995). The shocked solar wind plasma was assumed to be uniformly distributed

at each integral point along an observer’s line of sight.

Provided that magnetic field models have few uncertainties, our model uncertain-

ties are dominated mainly by an exospheric neutral hydrogen distribution model and

then by solar wind ion data and charge exchange cross sections. The summed uncer-

tainty is a factor of ∼3–5.
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FIGURE 6.2: Example of modeled magnetospheric configuration in GSM
XZ plane. The blue, orange, and green lines indicate magnetopause, bow
shock, and magnetic field lines. The red square and dotted line represent

Suzaku position and line-of-sight direction.
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Chapter 7

Discussion

This chapter gives comparison between our observational results and model predic-

tions.

7.1 Average line fluxes

To examine our model accuracy, we estimated average line fluxes during each obser-

vation. Table 7.1 gives modeled intensities of O VII and O VIII emission lines during the

stable, pre-flare, and flare periods. For comparison with the observed values shown in

Tables 5.2 and 5.3, we subtracted the modeled line fluxes during the stable period from

those during the pre-flare and flare periods. Figures 7.1 and 7.2 show comparisons and

ratios between the observed and modeled intensities for the O VII and O VIII line fluxes

during each observation.

7.1.1 O VII emission lines

For the O VII line flux, considering our model uncertainties of a factor of ∼3–5, we

found that the model reproduced the data except for the result of ID2. This indicates

that our model is useful for estimating the contribution of the O VII emission line. The

observation of ID2 may be affected by solar wind injections into the inner magneto-

sphere during intense geomagnetic storms. Ebihara et al. (2009) suggested that high-

charge state oxygen ions were transported to the inner magnetosphere from the night
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TABLE 7.1: Model prediction of average line fluxes.∗

ID Emission line Stable Pre-flare Pre-flare − Stable† Flare Flare − Stable†

1 O VII 0.22 9.52 9.30 22.53 22.31
(11) (41)

O VIII 0.005 0.831 0.826 3.709 3.704
(4.2) (15)

2 O VII 0.87 – – 6.88 6.01
(–) (33)

O VIII 0.023 – – 0.088 0.065
(–) (11)

3 O VII 0.16 3.26 3.10 5.91 5.75
(5.9) (7.4)

O VIII 0.006 0.159 0.153 0.268 0.261
(1.5) (7.6)

4 O VII 0.47 – – 7.42 6.95
(–) (4.0)

O VIII 0.011 – – 0.014 0.003
(–) (0.41)

5 O VII 1.73 11.46 9.73 13.62 11.89
(5.6) (6.7)

O VIII 0.35 2.86 2.50 2.65 2.30
(5.8) (34)

∗ In units of photons s−1 cm−2 str−1.
† Observed values are shown in parentheses.
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FIGURE 7.1: Comparisons between observation and model for O VII and
O VIII line fluxes. The horizontal errors come from model uncertainties of

a factor of three.
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FIGURE 7.2: Ratio of observation to model for O VII and O VIII line fluxes.
The black shaded area indicates a ratio within a factor of three.
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side of the high-latitude magnetopause during intense geomagnetic storms. This situ-

ation seems consistent with our Suzaku observation whose line-of-sight direction was

toward the night side of the high-latitude magnetosheath during a major geomagnetic

storm reaching less than −100 nT. O7+ ions not only in the magnetosheath but also

in the inner magnetosphere may be responsible for soft X-ray emitters. On the other

hand, abrupt increases of exospheric hydrogen densities during geomagnetic storms

have been reported (e.g., Bailey and Gruntman, 2013; Kuwabara et al., 2017). Exo-

spheric responses to geomagnetic storms may also have some responsibilities.

7.1.2 O VIII emission lines

The O VIII line flux was more underestimated compared to the O VII line flux. Even con-

sidering our model uncertainties, such large discrepancies can not be explained. This

suggests that further uncertainties exist in solar wind ion abundances. The measure-

ment accuracy of O8+ ions may be worse than that of O7+ ions due to poor counting

statistics. Figure 7.3 shows a comparison between the O8+/O7+ ion ratio measured

by ACE/SWICS and the O VIII/O VII flux ratio deduced from geocoronal SWCX spec-

tra during each observation. The ratios of the Suzaku spectra tend to be larger than

those of ACE/SWICS. This supports the idea that O8+ ions may be poorly measured

by ACE/SWICS. The other reason probably stems from velocity-dependent cross sec-

tions for O VIII emission lines. The Kronos cross sections differ from those of Bodewits

et al. (2007).

7.2 Modeled light curves

We simulated O VII and O VIII light curves in units of LU. Figures 7.4–7.8 show results

of ID1–5. We plot X-ray light curves extracted from the TDX region in the 0.52–0.6

and 0.6–0.7 keV bands along with solar wind proton flux, oxygen to proton ratio, and

oxygen ion fractions. The count rate was converted into the line flux per solid angle

using the area of the TDX region and the spectral fitting result during the flare period.
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FIGURE 7.3: Comparison between O8+/O7+ ion ratio measured by
ACE/SWICS and O VIII/O VII flux ratio deduced from geocoronal SWCX

spectra.
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The modeled light curves with a time bin of 256 s were binned into the same bin of the

observed ones and scaled by the ratio between the observed and modeled intensities

during the flare period. The background flux was estimated from the average rate

during the stable period.

The above scaled model reproduced the observed temporal variations in the 0.52–

0.6 and 0.6–0.7 keV bands except for those during the pre-flare period of ID5. This

indicates that our model is capable for predicting the O VII and O VIII light curves. The

discrepancies of ID5 are most probably due to constant oxygen ion fractions. The time-

variable oxygen ion fluxes deduced from an empirical equation improve such discrep-

ancies but its scaling factors become worse as discussed later in Subsection 7.3.2.

In Figures 7.9–7.13, we plot enlarged views with shorter time bins during the pre-

flare and flare period. There are some spike bins due to line-of-sight directions passing

through the near-cusp region, e.g., within 3 RE, during the orbital motion of Suzaku.

These spikes were reproduced by our scaled model. This supports the idea that the

strongest emitters are present in polar cusps and geocoronal SWCX emission is useful

for capturing cusp geometries and motions. Below we describe the result for each

observation.

• ID1: The O VII and O VIII light curves vary due to increased solar wind proton

flux and oxygen ion fractions. The oxygen to proton ratio increases but has fewer

contributions to the observed temporal variations. There are some spike bins due

to the line of sight direction passing through the southern polar cusp.

• ID2: The O VII and O VIII light curves vary due to increased solar wind proton

flux and oxygen to proton ratio. The oxygen ion fractions decrease during the

flare period. There are some spike bins due to the line of sight direction passing

through the southern polar cusp.

• ID3: The O VII and O VIII light curves vary due to increased solar wind proton flux

and oxygen to proton ratio. The O7+/O ratio increases and has further contribu-

tions to the observed temporal variations during the flare period. The O8+/O
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FIGURE 7.4: Solar wind proton flux (blue), oxygen to proton ratio (or-
ange), oxygen charge state fractions for O7+ (green) and O8+ ions (red),
XIS 1 0.52–0.6 and 0.6–0.7 keV light curves extracted from the TDX region
of ID1 (black), and model light curves of ID1 for O VII and O VIII emission
lines (red). The numbers in boxes indicate scaling factors and background

levels in units of LU.
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FIGURE 7.5: Same as Figure 7.4, but for ID2.
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FIGURE 7.6: Same as Figure 7.4, but for ID3.
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FIGURE 7.7: Same as Figure 7.4, but for ID4.
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FIGURE 7.8: Same as Figure 7.4, but for ID5. Note that the solid and dotted
lines represent model light curves using constant oxygen charge state frac-
tions (Schwadron and Cravens, 2000) and time-variable oxygen ion fluxes

deduced from an empirical equation (Kaaret et al., 2020).
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FIGURE 7.9: Enlarged view during the pre-flare and flare periods of Figure
7.4. The time bin is much shorter.
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FIGURE 7.10: Enlarged view during the flare period of Figure 7.5. The time
bin is much shorter.
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FIGURE 7.11: Enlarged view during the pre-flare and flare periods of Figure
7.6. The time bin is much shorter.
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FIGURE 7.12: Enlarged view during the flare period of Figure 7.7. The time
bin is much shorter.
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FIGURE 7.13: Enlarged view during the pre-flare and flare periods of Figure
7.8. The time bin is much shorter.
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ratio has less variabilities during the entire observation. There are a lot of spike

bins due to the line of sight direction passing through the northern polar cusp.

• ID4: The O VII light curve varies due to increased solar wind proton flux and

oxygen to proton ratio. The O7+/O ratio increased but the O8+/O decreased

during the flare period. There are no spike bins because the line-of-sight direction

was toward the flanks of the magnetosheath.

• ID5: The O VII and O VIII light curves vary due to increased solar wind proton flux

and oxygen to proton ratio. The oxygen ion fractions have some contributions to

the observed temporal variations during the pre-flare and flare periods. There are

a lot of spike bins due to the line of sight direction passing through the southern

polar cusp.

7.3 Model validation

Below we validate our modeling procedures.

7.3.1 Comparison with MHD model

To check a possible effect due to our simplified magnetosheath model, we tested an

MHD model for the observation of ID4. Most MHD simulations have some difficulties

handling the near-cusp region, e.g., within 3 RE. This observation whose line-of-sight

direction was toward the flanks of the magnetosheath is a good example to verify our

model. We adopted Block-Adaptive-Tree Solar Wind Roe-Type Upwind Scheme (Tóth

et al., 2005; Tóth et al., 2012), available via the Community Coordinated Modeling Cen-

ter facility through their public Runs on Request system, and downloaded an output

file that had been run for other projects relevant to our Suzaku observation whose run

name is “David_Sibeck_123011_1.” This output covers from 12:00 UT on 2005 October

29 to 12:00 UT on 2005 October 30, corresponding roughly to the last half of the stable
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period and the first half of the flare period. The O VII line fluxes during the above peri-

ods were estimated to be 0.50 and 4.14 LU. These values are ∼1.4 and ∼2 times smaller

than those obtained from our model during the corresponding periods, i.e., 0.72 and

8.10 LU, respectively. The O VIII line fluxes were 0.027 and 0.008 LU, which are ∼1.2

and ∼1.6 times smaller than our model values, i.e., 0.031 and 0.012 LU, respectively.

The O VII line flux becomes more consistent with the observed value, while the O VIII

line flux remains more underestimated.

7.3.2 Estimation of oxygen ion fluxes

To estimate more accurate solar wind ion fluxes for the observation of ID5, we tested

an empirical equation of Kaaret et al. (2020). This equation is based on the analysis

of the stacked data before the anomalies of ACE/SWICS. The O7+ and O8+ ion fluxes

can be deduced from the O7+/O6+ ratio. The O VII line fluxes during the stable, pre-

flare, and flare periods were estimated to be 0.60, 1.60, and 2.87 LU, respectively. These

values are ∼3, ∼7, and ∼5 times smaller than our model values. Those during the

pre-flare and flare periods subtracted by that during the stable period were 1.00 and 2.28

LU, respectively, which agree with the observed values within a factor of ∼6 and ∼3.

These differences become more significant than those obtained from our model. The

O VIII line fluxes during the stable, pre-flare, and flare periods were 0.010, 0.080, and 0.429

LU, respectively, which are ∼35, ∼36, and ∼6 times smaller than our model values.

Those during the pre-flare and flare periods subtracted by that during the stable period

were 0.070 and 0.419 LU, respectively, which are ∼83 and ∼82 times smaller than the

observed values. There remain more significant differences compared with our model

results.

7.3.3 Contribution from heliospheric SWCX emission

The remaining concern is a potential contribution from heliospheric SWCX emission.

The line-of-sight direction of Suzaku becomes parallel to the local Parker spiral, i.e.,



102 Chapter 7. Discussion

the orientation of the phase front near the Earth, and has a long pass length of ∼1

AU, thereby producing potentially significant heliospheric SWCX contributions with

time scales similar to geocoronal SWCX emission. Kuntz et al. (2015) and Kuntz (2018)

provided maps of temporal variabilities from heliospheric SWCX emission and their

correlations with local solar wind fluxes near equator regions. The line-of-sight direc-

tions of ID1 and 4 were toward the near-equator region whose temporal variability

and correlation are relatively high but not strong. Using the Parker spiral equations

(Parker, 1958), we estimated the pass length of ID1 and 4 to be ∼0.4 and ∼0.2 AU,

respectively. The line-of-sight directions of ID2, 3, and 5 were toward the near-polar

region whose path length is ∼0.4 AU. The O VII and O VIII line fluxes were estimated to

be 1.09 and 0.60 LU, respectively, assuming slow solar wind parameters and cross sec-

tions for hydrogen and helium atoms (Koutroumpa et al., 2006 and references therein),

atomic hydrogen and helium densities of 0.001 and 0.005 cm−3 near the Earth (e.g.,

Cravens et al., 2001), and a path length of 0.2 AU. Those were 0.19 and 0.00 LU for fast

solar wind values. The local Parker spiral contributions for O VII and O VIII emission

lines were estimated to be 0.90 and 0.60 LU, respectively, considering the difference be-

tween uniformly high and low emissivities originating from slow and fast solar winds.

The O VII line flux is ∼4–46 times smaller than the observed values during the observa-

tions of ID1–5, while the O VIII line flux is ∼0.7–57 times smaller. Although an accurate

estimate of the local Parker spiral contribution needs more accurate solar wind propa-

gations and interstellar neutral distributions, the bright SWCX events we analyzed are

dominated mainly by geocoronal SWCX emission.

7.4 Future prospects

We need more data to calibrate our model and to reduce uncertainties problematic

for astronomical observations. Our geocoronal SWCX database (e.g., Ishi et al., 2017)

will be used for further validation in combination with an MHD model developed

by Matsumoto and Miyoshi (2022). Future high-resolution and high-sensitivity X-ray



7.4. Future prospects 103

spectroscopy missions such as XRISM and Athena will provide us with more SWCX

events and more detailed information such as solar wind compositions, kinematics,

and charge exchange processes as demonstrated in the X-ray micro-calorimeter instru-

ment onboard Hitomi (e.g, Ezoe et al., 2021). On the other hand, geocoronal SWCX

emission is suggested to be used to X-ray imaging of the Earth’s magnetosphere as

planned in future missions such as SMILE and GEO-X.
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Chapter 8

Conclusion

In this thesis, we have built an empirical model to predict time-variable geocoronal

SWCX emission and have examined the model in the five Suzaku observations of the

bright geocoronal SWCX events. We re-analyzed the Suzaku data so that line inten-

sities of geocoronal SWCX emission are accurately extracted in the same manner. For

model comparison, we focused on the strong O VII and O VIII emission lines seen in the

0.5–0.7 keV band.

In the modeling, we took into account time-variable solar wind ion fluxes and abun-

dances using the WIND and ACE data. To describe exospheric neutral hydrogen distri-

butions, we adopted a simple formula built by Cravens et al. (2001). Charge exchange

cross sections were taken from values shown in Bodewits et al. (2007), which are based

on ground experiments and theoretical predictions. The magnetopause and bow shock

positions were determined from the empirical models of Shue et al. (1998) and Merka

et al. (2005), respectively. To consider the line-of-sight direction passing through the

near-cusp region during the orbital motion of Suzaku, we traced the magnetic field

lines along the observer’s line of sight using the magnetic field model of Tsyganenko

and Sitnov (2005). The decelerated and heated solar wind plasma downstream of the

bow shock was represented by the Rankine–Hugoniot equations.

Using the model, we estimated the O VII line flux and found that the model agreed

with the data except for one case in which the line-of-sight direction was toward the

night side of the high-latitude magnetosheath and the major geomagnetic storm was

observed. The solar wind injection into the inner magnetosphere may contribute to
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geocoronal SWCX emission. The O VIII line flux was not consistent with the data in

all the five cases. These discrepancies can not be explained even considering possible

model uncertainties. This suggests that further uncertainties exist in the solar wind

ion data concerning highly stripped ion states. We simulated geocoronal SWCX light

curves and found that the modeled light curves after scaling are consistent with the

data including some spike behaviors due to the line-of-sight direction passing through

the near-cusp regions associated with the low-Earth orbit.

Although more SWCX events are needed to examine such tendencies, this model

can provide a new estimation of geocoronal SWCX emission including light curves

for future X-ray astronomy missions as well as X-ray imaging missions of the Earth’s

magnetosphere.
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